
From Multimodal LLM to Human-level AI
Architecture, Modality, Function, Instruction, Hallucination, Evaluation, Reasoning and Beyond

1

https://mllm2024.github.io/ACM-MM2024/

This Keynote slide is licensed under a CC BY 4.0 International License.

https://creativecommons.org/licenses/by/4.0/


2

Hao Fei
National University of Singapore

Zhuosheng Zhang
Shanghai Jiao Tong University

Fuxiao Liu
University of Maryland, College Park

Xiangtai Li
ByteDance/Tiktok

Shuicheng Yan
Kunlun 2050 Research, Skywork AI

Haotian Liu
xAI

Hanwang Zhang
Nanyang Technological University

Kaipeng Zhang
Shanghai AI Lab



Part-III

3

Xiangtai Li
Research Scientist

ByteDance/Tiktok, Singapore

MLLM Functionality& Advance

https://lxtgh.github.io/



4

⊹ Fine-Grained MLLM Design
× Overview

× With Visual Grounding.

× With Visual Segmentation.

× Video and 3D Fine-Grained MLLM.

⊹ Advanced MLLM Design
× Overview

× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.
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Overview and Concepts

Fine-Grained MLLM:

1, Region-level or Pixel-level visual prompts as inputs

and outputs.

2, Aims at understanding multi-granularity concepts

in image/video/3D.

3, Enhance the interactive features in MLLM. This is important

in the real product.

LLM

TextText

Image Image

Region/Pixels Region
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Motivation

Why We need Fine-grained MLLM?

New Features:

- refer to specific regions/objects/masks and perform chat.

- understanding and reasoning region and pixel.

New Applications:

- VR / AR application.

- Medical image analysis.

New Model Designs:

- How to avoid hallucination.

- How to balance chat and localization ability.
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Overview of Fine-grained Models Before LLM

Visual Grounding

Referring Segmentation

Visual Segmentation

Video/3D Referring Segmentation

Visual Prompting.

- Various tasks that driven by language.

- Most works come from vision community.

- Dual branches designs by connecting language model

and vision model (detector or segmenter)



Fine-grained Capability of MLLM

9

Overview of Fine-grained Models Before LLM

GLIP: Grounded Language-Image Pre-training. 2022.
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Overview of Fine-grained Models Before LLM

MDETR - Modulated Detection for End-to-End Multi-Modal Understanding-2021
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Overview of Fine-grained Models Before LLM

Grounding-DINO: An Improved Grounding Framework on Localization & Understanding
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Overview of Fine-grained Models Before LLM

GRES: Generalized Referring Expression Segmentation, arxiv-2023.
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Overview

LLM

TextText

Image Image

Region/Pixels Region

⊹ GPT4RoI

⊹ NExT-Chat

⊹ MiniGPT-v2

⊹ Shikra

⊹ Kosmos-2

⊹ GLaMM

⊹ LISA

⊹ DetGPT

⊹ Osprey

⊹ PixelLM

⊹ OMG-LLaVA

⊹ VITRON

⊹ …

[1] GPT4RoI: Instruction Tuning Large Language Model on Region-of-Interest. 2023
[2] NExT-Chat: An LMM for Chat, Detection and Segmentation. 2023
[3] MiniGPT-v2: large language model as a unified interface for vision-language multi-task learning. 2023
[4] Osprey: Pixel Understanding with Visual Instruction Tuning. 2023
[5] GLaMM: Pixel Grounding Large Multimodal Model. 2023
[6] Kosmos-2: Grounding Multimodal Large Language Models to the World. 2023
[7] DetGPT: Detect What You Need via Reasoning. 2023
[8] PixelLM: Pixel Reasoning with Large Multimodal Model. 2023
[9] Lisa: Reasoning segmentation via large language model. 2023
[10] Shikra: Unleashing Multimodal LLM's Referential Dialogue Magic. 2023
…

Users input an image 
(potentially specifying a 
region), and the LLM 
outputs content based on 
its understanding, 
grounding the visual 
content to specific pixel-
level regions of the image.
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⊹ Fine-Grained MLLM Design
× Overview

× With Visual Grounding.

× With Visual Segmentation.

× Video and 3D Fine-Grained MLLM.
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With Visual Grounding.

Kosmos-2: Shikra:

Kosmos-2: Grounding Multimodal Large Language Models to the World

Shikra: Unleashing Multimodal LLM’s Referential Dialogue Magic
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With Visual Grounding.

Ferret

Ferret: Refer and Ground Anything Anywhere at Any Granularity, arxiv-2023.
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With Visual Grounding.

Ferret-v2

Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language Models, arxiv-2024
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With Visual Grounding.

Groma:

Groma: Localized Visual Tokenization for Grounding Multimodal Large Language Models, arxiv-2024
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With Visual Grounding.

Groma: Localized Visual Tokenization for Grounding Multimodal Large Language Models, arxiv-2024
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With Visual Segmentation.

VistaLLM

Jack of All Tasks, Master of Many: Designing General-purpose Coarse-to-Fine Vision-Language 

Model, arixv-2023.
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With Visual Segmentation.

LISA: Reasoning Segmentation via Large Language Model, arxiv-2023.
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With Visual Segmentation.
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With Visual Segmentation.

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023
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With Visual Segmentation.

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023
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With Visual Segmentation.

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023
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× With Visual Segmentation.
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PG-Video-LLaVA MotionEpic

[1] PG-Video-LLaVA: Pixel Grounding in Large Multimodal Video Models. Arxiv-2023

[2] Video-of-Thought: Step-by-Step Video Reasoning from Perception to Cognition. Axiv-2024

Video and 3D Fine-Grained MLLM.
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Video and 3D Fine-Grained MLLM.

VISA: Reasoning Video Object Segmentation via Large Language Models, arxiv-2024
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Video and 3D Fine-Grained MLLM.

Reason3D: Searching and Reasoning 3D Segmentation via Large Language Model, arxiv-2024

Reason3D
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Video and 3D Fine-Grained MLLM.

Grounded 3D-LLM with Referent Tokens, arxiv-2024
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Video and 3D Fine-Grained MLLM.

Grounded 3D-LLM with Referent Tokens, arxiv-2024
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⊹ Advanced MLLM Design
× Overview

× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.
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Overview of Recent Advanced MLLM Designs:

1, More Functionalities:

- One model For All Language Driven Vision Tasks.

- Mutual Cross-Task Benefits.

2, Long Video Analysis:

- Temporal Modeling For Extremely Long Video.

- Efficient Long Context Modeling.

3, Multi-Experts Models:

- Mixture of Experts (MoE) architecture.

- Better performance and enhanced capacity.
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⊹ Advanced MLLM Design
× Overview

× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.

Recent Advanced MLLM Designs
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Unified Architecture

OMG-LLaVA : Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding, arxiv-2024.

OMG-LLaVA

Recent Advanced MLLM Designs
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Unified Architecture

Recent Advanced MLLM Designs

OMG-LLaVA : Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding, arxiv-2024.
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• Unified Pixel-wise MLLM

⊹ Vitron

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024

Recent Advanced MLLM Designs
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Recent Advanced MLLM Designs

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024
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• Unified Pixel-wise MLLM

Vitron

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024

Recent Advanced MLLM Designs
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1

Featured Work of Interests

➢ Angle-III: More Capable & Unified Visual MLLM/Generalist

2. VITRON: A Unified Pixel-level Vision LLM
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⊹ Advanced MLLM Design
× Overview

× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.

Recent Advanced MLLM Designs
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Recent Advanced MLLM Designs

LLaMA-VID: An Image is Worth 2 Tokens in Large Language Models, arxiv-2023
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Recent Advanced MLLM Designs

SlowFast-LLaVA: A Strong Training-Free Baseline for Video Large Language Models, arxiv-2024
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Recent Advanced MLLM Designs

LongVU: Spatiotemporal Adaptive Compression for Long Video-Language Understanding. Arixv-2024
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⊹ Advanced MLLM Design
× Overview

× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.

Recent Advanced MLLM Designs
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Recent Advanced MLLM Designs

MoE-LLaVA: Mixture of Experts for Large Vision-Language Models, arxiv-2024
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Recent Advanced MLLM Designs

MoVA: Adapting Mixture of Vision Experts to Multimodal Context, arxiv-2024.
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⊹ Fine-Grained MLLM Design
× With Visual Grounding.

× With Visual Segmentation.

× Video and 3D Fine-Grained MLLM.

⊹ Advanced MLLM Design
× Unified Architecture Designs.

× MLLM For Long Video Analysis.

× MLLM With MOE Design.

MLLM Functionality& Advance

Fine-Grained Understanding.

Stronger Features and Capacities.
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MLLM Functionality& Advance

Future Direction:

1, Scaling MLLM features More.

2, Novel MoE operators designed for MLLMs.

3, Single Transformer Architecture. Eg: unify image generation and text generation in one model.

4, Long Video Grounding, Chat and Tracking in One Model.



Thanks!
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