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Fine-grained Capability of MLLM

Overview and Concepts

Fine-Grained MLLM:

1, Region-level or Pixel-level visual prompts as inputs
and outputs.

2, Aims at understanding multi-granularity concepts
in image/video/3D.

3, Enhance the interactive features in MLLM. This is important
in the real product.




Fine-grained Capability of MLLM

Motivation

Why We need Fine-grained MLLM?

New Features:
- refer to specific regions/objects/masks and perform chat.
- understanding and reasoning region and pixel.

New Applications:
- VR / AR application.
- Medical image analysis.

New Model Designs:
- How to avoid hallucination.
- How to balance chat and localization ability.



Fine-grained Capability of MLLM

Overview of Fine-grained Models Before LLM

Visual Grounding - Various tasks that driven by language.
Referring Segmentation - Most works come from vision community.
Visual Segmentation - Dual branches designs by connecting language model

and vision model (detector or segmenter)
Video/3D Referring Segmentation

Visual Prompting.
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Overview of Fine-grained Models Before LLM

Prompt Multimodal Fusion PL Pus  Pu
Pers | Bicyc #dry
Person. Bicycle ... Hairdryer y on le 2 [P e [ F:;I:ur:’es
C o Text o BERT BERT
% Encodac " P o Layer aver | A | prote | goss
A woman holds a blow dryer & g = . an cive | le
wearing protective goggles P2, ‘ P, " el iR
Dual g e 0z Py 02+ Py Contrastive
Encoders o{’z,‘ o} o.p| Wordregon | | | RWment  Image-Text
, e | 37711 Alignment Score i .
¢ y vl Sy ‘ Alignment
t enmaer 20— Mot | | Modue |
Deep Fusion OnF1[OnPof Ow - Pu
Region Features I [ [ | | I Localization
Loss

GLIP: Grounded Language-Image Pre-training. 2022.



Fine-grained Capability of MLLM

Overview of Fine-grained Models Before LLM

set of images ﬁ with jumps over
in front of a

_features
2D positional redicted
C embedding P boxes -\
CNN i— —@® )
L | [ S
Concat —| Transformer
— — —
“A cat with white paws jumps over RoBERTa 5 | =
a fence in front of a yellow tree” g; |:|~
sequence of = .
L L1 text features @ no object

MDETR - Modulated Detection for End-to-End Multi-Modal Understanding-2021
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Fine-grained Capability of MLLM

Overview of Fine-grained Models Before LLM
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Grounding-DINO: An Improved Grounding Framework on Localization & Understanding



Fine-grained Capability of MLLM

Overview of Fine-grained Models Before LLM

Image (1). "The kid in red"  (2). "All people”  (3). "Standing people" {4).0’17;‘;(; j’; rf)fe ;" (5)
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GRES: Generalized Referring Expression Segmentation, arxiv-2023. 12
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Fine-grained Capability of MLLM

Overview

GPT4RoI
NExT-Chat
MiniGPT-v2
Shikra
Kosmos-2
GLaMM
LISA
DetGPT
Osprey
PixelLM
OMG-LLaVA
VITRON

@ Users input an image -

(potentially specitying a
region), and the LLM
outputs content based on
its understanding,
grounding the visual
content to specific pixel-

level regions of the image.

[1] GPT4Rol: Instruction Tuning Large Language Model on Region-of-Interest. 2023

[2] NEXT-Chat: An LMM for Chat, Detection and Segmentation. 2023

[3] MiniGPT-v2: large language model as a unified interface for vision-language multi-task learning. 2023
[4] Osprey: Pixel Understanding with Visual Instruction Tuning. 2023

[5] GLaMM: Pixel Grounding Large Multimodal Model. 2023

[6] Kosmos-2: Grounding Multimodal Large Language Models to the World. 2023

[7] DetGPT: Detect What You Need via Reasoning. 2023

[8] PixelLM: Pixel Reasoning with Large Multimodal Model. 2023

[9] Lisa: Reasoning segmentation via large language model. 2023

[10] Shikra: Unleashing Multimodal LLM's Referential Dialogue Magic. 2023

N ———————
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- Fine-Grained MLLM Design
% Qverview
< With Visual Grounding.
* With Visual Segmentation.
% Video and 3D Fine-Grained MLLM.
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Fine-grained Capability of MLLM

With Visual Grounding.

How is the person in the picture feeling[0.610,0.251,0.825,
0.829]? How did you find out?

The person in the picture [0.610.0.251,0.825,0.829] is feeling
surprised and happy. We can infer this from the fact that she is
covering her face with her hands [0.612,0.352,0.690,0.444] while
looking at the man [0.216,0.223 ,0.832] offering her a bunch
of red roses [(.412,0.390,0.588,0.756].

Kosmos-2: Shikra:

[
[
[l
i
«

What is unusual about this image? give coordinates

[xmin,ymin,xmax,ymax] for the items you reference.
. S =
@ What is the difference between The unusual aspect of this image is the man (0.392,0.254,0.652, =

this deer and another deer ? 0.530] standing on top of the ironing board [0.338,0.392,0.668,0.7

56] in the back of the yellow SUV [0.452,0.384,0.998,0.738]. The

scene is unusual and unexpected, as one would typically not expect
to see someone ironing clothes while standing on top of the car.

Grounding
[a campfire](<loc,> <locyge7>)

The man [0.171.0.330.0.650,0.779] is scared of the chicken
[0.620,0.219,0.996,0.659] that is flying towards him.

Kosmos-2: Multimodal Large Language Model

The main difference between .
the two deer is their size and Shikra Can you explain .this meme? give coordinates [xmin,ymin,
: antlers. The adult deer is larger xenax.ymax] for the items you reference.
< > < > ‘0"
[t |OC44 |00863 ) sits next to with more prominent antlers,
) while the younger deer is smaller water-spraying tool [0.180,0.546,0.408,0.830] and is pointing it at
Referring with no visible antlers. atiled wall [0.002,0.168,0.998,0.830]. The water is dripping from

the wall in the shape of the question mark [
]. This creates an interesting visual effect, as the question
mark appears on the wall while the water is sprayed to resemble

@
In this image, a person [0.002,0.490,0.208,0.832] is holdinga &
the question mark.

Kosmos-2: Grounding Multimodal Large Language Models to the World 15
Shikra: Unleashing Multimodal LLM’s Referential Dialogue Magic



Fine-grained Capability of MLLM

With Visual Grounding.
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) Input Points Sampled Points o Sampled Points
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[ Large Language Model J Block 1 ' Block 2 Flatten &
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Visual Sampler
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Image Input Text w/ references

Point Free-form Shape

(Sketch, Scribble, polygons)

Ferret: Refer and Ground Anything Anywhere at Any Granularity, arxiv-2023. 16



Fine-grained Capability of MLLM

With Visual Grounding. Srerret-vz model .
[ Large Language Model
:ﬁooo: I?F;?'Q&EOOOE o/ ooo L/
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n @ patial-Aware
j j :]I {e/po/aleDD Visual Sampler
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| ™
N ) region [300, 20, 360, 300]
h L <continuous> ?

5 R 9
2 § Low-resolution . 2
. Global Image Text w/ references
—
'd Find Grid Config & Resize & Split

Local Patches
Stage I: Image-Caption Alignment Stage II: High-resolution Dense Alignment Stage III: Intent-Enhanced Instruction Tuning
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Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language Models, arxiv-2024
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Fine-grained Capability of MLLM

With Visual Grounding.

<loc>
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Groma [ LLM ?] [ LLM ] Decoder f]
m e
iy
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Groma: Localized Visual Tokenization for Grounding Multimodal Large Language Models, arxiv-2024

18



Fine-grained Capability of MLLM

With Visual Grounding.

Locate the the reflect-
ion of the frog.

? It’s located at _

0 [grounding] Can you describe this image
in details?

® |n this image, we see - sitting on
a concrete bench working on her laptop.
She's surrounded by _ and

that's leaning against th
bench. Behind her, there's

® |t's not advisable. [FRENMaN is

holding m in one hand and
talking on the phone, which

means he's not using both
hands on RN
This could be a distraction and
increase the risk of an accident.

Groma: Localized Visual Tokenization for Grounding Multimodal Large Language Models, arxiv-2024
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% Qverview
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% Video and 3D Fine-Grained MLLM.
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Fine-grained Capability of MLLM

With Visual Segmentation.

@ Singlc-image coarse-level
@ Single-image region-level
@ Multi-image coarse-level
@ Mutti-image region-level
TconQA
w19

VistaLLM s

855 53 519 s3oleveA

813
ver 791 / NLVR2
\ i VistalLM-13B
446 \ 4 B MiniGeTv2
G 72 1 joeseg B rere138
B Shikra138
RES GRES B Gprarol-138

& Frozen Trainable (Stage 1)(J Instruction-Guided: |[Jeee The masks are
W4 Trainable ~ Frozen (Stage 2) (JImage Embeddings: [10, 23,...., 42],....,

-
8 [213, 254,..., 230]
Qeee@m @ P | 1

Instruction-GuidedJ

Vicuna

Encoder Image Tokenizer

—— D coo D [ﬁ é T
Global Image Embeddings oo

Random Queries

Natural Language Instruction

Please find the common object in the input images <image>. There will be only one
common object in each image. Present the segmentation mask in each image as [xg, Yo,

Multiple Input Images X1, Y1, - X31, ¥31] Structure. Output the masks in the same order as the input images.

Outputs

Jack of All Tasks, Master of Many: Designing General-purpose Coarse-to-Fine Vision-Language
Model, arixv-2023.
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Fine-grained Capability of MLLM

With Visual Segmentation.

LISA: Large Language Instructed Segmentation Assistant

Paper | Models | Training | Inference | Local Deployment | Dataset | Online Demo

Input Output Input Output ‘r: Vision i f Decoder D
Backbone e 6
Timg lhscg
C Multi-Modal
i LLM 9F| LoRA

"Who was the president "Sure, the segmentation "Whowas the president o oo o e V\./haf' IS ‘rhe f‘f°"j with the most F Thidiece:
of the US in this image? result is [SEG]. The of the US in this image? s e’ s P;esident o tzt Vitamin C in this |rnage? Please @ 6 . O Trainable
Please output President of the United Please output (heir;ited States is output segmentation mask. \S @ Frozen
segmentation mask and States in the image is segmentation mask and Prasidant Trii

< A < President Trump."
explain the reason." President Obama." explain why." R

* USER: <IMAGE> There are two
washing machines as shown in
the picture. If I need to do
laundry, where in the picture
would I put the clothes?
Please output segmentation
mask.

* ASSISTANT: <SEG>.

USER: <IMAGE> Can
you segment the
tyre that does not
touch the ground in
this image?

* ASSISTANT: Sure, it
is <SEG>.

USER: <IMAGE> What is
the place where the
driver can observe
the speed in this
image? Please output
segmentation mask.

* ASSISTANT: <SEG>.

* USER: <IMAGE> Can
you segment the
food that tastes
not spicy in this
image?

ASSISTANT: <SEG>.

LISA: Reasoning Segmentation via Large Language Model, arxiv-2023.



Fine-grained Capability of MLLM

With Visual Segmentation.

|
i : the most likely object
1 that someone else has
: left behind
|
B i Sty e o
®
i
the object used for

stirring milk or coffee

: In cold days, dogs may need

| extra protection to keep them
| warm. What object in the

| picture can a dog wear to

: provide warmth during snowy
, walks?

When a plane is ready to
land on the airport runway,
what area in the picture will
it eventually land on?

23



Fine-grained Capability of MLLM

With Visual Segmentation.

gi:ﬁ;:ﬁﬁ;’;iiﬂnﬁﬂﬂe& ezt (@ Method Image Input / Qutput Region  PixelWise Multi-tum  End-End
@ Region Multi-Region Enc./Dec. Grounding Conversation  Model

MM-REACT (arXiv-23) [51] v X/ X X/X X/X X v X
LLaVA (NeurIPS-23) [29] v XX X/ X X/ X v '4
miniGPT4 (arXiv-23) [61] v X/ X X/X X/x X v v
mPLUG-OWL (arXiv-23) [52] v X/ X X/ X X/X X v v
LLaMA-Adapter v2 (arXiv-23) [8] v XX X/ X X/Xx X v '4
Otter (arXiv-23) [22] v X/ X X/X X/X X X v
Instruct-BLIP (arXiv-23) [6] v X/ X XX Xix X v v

InternGPT (arXiv-23) [31] AR F SR F4F R U S x 7 X
Bubo-GPT (arXiv-23) [59] v XN XN X/X X v X

Vision-LLM (arXiv-23) [44] AR VAR Xz Xrxo T Y A
Det-GPT (arXiv-23) [36] v 4K I X/x X v v
Shikra (arXiv-23) [5] v I X/ X X/X X X v
2 . Kosmos-2 (arXiv-23) [35] v I IS X/Xx X X v
The image showcases a large, white building with a red GPT4Rol (arXiv-23) [57] 4 /1K 1K X X v 4
surrounded by a well-manicured lawn and palm E@ees. ASM (arXiv-23) [45] v IX XX I X X X v
2 iz e e i, <o N wd o LISA GuXiv23) [21] /X xix o xw x .
GLaMM (ours) v 4 I I v v v

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023



Fine-grained Capability of MLLM

With Visual Segmentation.

Objects and Attributes Scene Graph
1 dog, pub dog, a brown and white dog o"':‘“ pubdogsi] [dogeolin2) [oowtelifa ] [Eatepecis 22 O
N Foreground Midground Background
2 dog collar, black color, chain collar e s s ) [onairs *: . i
3 bell, cowbell 1 =
. o ER T A dog, 1sitting on the steps 4 Cowbell 3 attached to dog collar 2
4 steps, stairs, the steps of a building - Alarge brown dog 1 with achain collar 2
5 sack, a large white bag with black writing Relations . A brown and white dog sitting on the steps.
S A large brown dog with a chain collar i sitting on the steps of a building.
Relationships and Landmarks Landmark Ouidoorscene | | Urban Landscape
A dog sitting on the steps Dense Grounded Caption

A large brown dog is sitting on the steps of a building. It
is wearing a black chain dog collar. The collar has a
cowbell attached to it. There is a bag in the background
with black writings on it.

A large brown dog wearing a chain collar
Cowbell attached to dog collar
Landmarks: Outdoor - Urban Landscape

Extra Context

Dogs, especially pugs and bulldogs, have been a part of human families for thousands of years, serving as loyal companions. They have been bred for specific traits,
making them popular pets. Dogs have been trained for various tasks, including assisting people with disabilities and serving as search and rescue animals. Dog collars,
often bearing identification tags, are essential for keeping pets safe and ensuring they can be returned home if lost. Cowbells, once used to signal the arrival of a cow,

have been repurposed as dog collars, providing a distinct sound to help locate a dog if it ders off. In door urban landscape, dogs are often found sitting on
steps, as they may choose to rest in spots that offer a good view of their surroundings.

Level-1 Level-2 Level-3 Level-4
Object locatlization and attributes Relationships Scene Graph & Dense Captioning Extra Contextual Insights

= Short Captions and Phrase extraction
= Grounding expression
= Landmarks

= Hierarchical Scene Graph
= In-contex Learning with LLM
= Verification Pipeline

= Lanmark Details
= History and Background
* Precautionary Measures

= Image Tagging and Object Detection
= Open Vocabulary Detection
= Region Attribute Detection

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023

Model ‘Validation Set Test Set

M C  AP50 mloU Recall | M C  AP50 mloU Recall
BuboGPT [59] 17.2 36 191 540 294 |171 35 173 541 27.0
Kosmos-2[35] 161 27.6 171 556 283 |[158 272 172 568 290
LISA* [21] 130 339 252 620 363 | 129 322 248 617 355
GLaMMt 152 431 289 658 396 |146 379 272 646 380
GLaMM 162 472 308 663 418 | 158 435 292 656 408
Method refCOCO refCOCO+ refCOCOg

val  testA  testB val testA  testB val(U)  test(U)

CRIS [47] 705 732 661 653 681 537 59.9 60.4
LAVT [50] 727 758 688 62.1 684 551 61.2 62.1
GRES [26] 738 765 702 660 710 577 65.0 66.0
X-Decoder [63] - - - - - 64.6 -
SEEM [64] - - - - - - 65.7 .
LISA-TB [21] 749 791 723 65.1 70.8 581 67.9 70.6
GLaMM 795 832 769 726 787 646 74.2 74.9

Table 3. Performance on GCG
Task: Metrics include METEOR
(M), CIDEr (C), AP50, mloU,
and Mask Recall. LISA* de-
notes LISA adapted for GCG.
GLaMM7{ denotes training ex-
cluding 1K human annotated im-
ages. GLaMM shows better per-
formance.

Table 4. Qualitative Assess-
‘ment of GLaMM in Referring-
Expression Segmentation: Per-
formance across refCOCO, re-
fCOCO+, and refCOCOg in
generaling accurale segmenta-
tion masks based on text-based
referring expressions surpasses
that of closely related work, in-
cluding LISA which is specifi-
cally designed for this task.

25



Fine-grained Capability of MLLM

With Visual Segmentation.

+
Global Image Grounding Pixel Decoder
Encoder Image Encoder
l : = P A large hot air
Region Encoder i i' | [' —vL- LLM g L-P ﬂbauoon
W i, I e — ts Output prompts A large body of
7 mage-region promp _ water
. Grounded Conversation Generation

fau o give: ) detailed A large, colorful hot air balloon is flying over the river.

A S 2
description of this image? The is overarching the river, trees, and buildings.
Referring Expression Segmentation H Image Level Captioning Region Level Captioning || Phrase Grounding
Can you segment the balloon in ﬁ Please describe the given image. | Could you tell me more Can you segment phrases in, “A <hot air
this given picture? ‘ A hot air balloon is seen in the about this region? balloon> over the <river>”
air, flying over a river. The balloon, ElOn:
‘ high up in the sky, is yellow and red G
with ;

Qgg:en:a:ion - in color, with a bridge and trees A yeLl.ov.v, red and& A <hot air bauoon>£
| | visible in the background. Jj 'blue:hot air:balloon over the <river>

GLaMM: Pixel Grounding Large Multimodal Model, arxiv-2023 26
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- Fine-Grained MLLM Design
% Qverview
* With Visual Grounding.
* With Visual Segmentation.
% Video and 3D Fine-Grained MLLM.
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Fine-grained Capability of MLLM

Video and 3D Fine-Grained MLLM.

Textual Response  Grounded (partial) STSG Expression

1
1
1
1
. . . 1
PG-Video-LLaVA MotionEpic i
.ol
®
... <
t b 3§
= .
E i "~ = — !
Entitiy Matchi Text Prompt STSG Encoder® |
Module . 1
- : 1
vy - Pl
Class A tic Object ! .‘ i ;.‘-4____l
ass Agnostic Obje: : SV LRI :
s ciar Response Response The person in the video is a man who is sitting on the ground and petting a lion. N Spanal—temporal Scene Graph
1 1 Video (STSG)
Proposal Refinement Large Language Model 0! Question: What is the least likely category for the animal in this video? -
A. Police Doy R Competitive Animal  Y4<*HVA ¥ Circus Performer ™" p ion Pet ™™ £ Search and Rescue Do
I 2 pe itive Animal ircus rerformer ompanion Fel . arch an escue 2
Grounding Module System Command User Query Spati Video Rep! Audio Transcript :
1 System Command
Frame 2 Frame 3 Frame 4 Frame § Frame 6 Frame 7 Frame §

Forced Alignment Frame |

MLP @

You are PG-Video-

lion | man | mountain

LLaVA, a large vision
Temporal Features Spatial Features

Phoneme

Step-1: The involved target is [dog].

Step-4:
The video depicting professional
training and complex actions

The companion dog is to support
companionship and emotional

e language model o
Module ‘::::,E:::;:‘::zo /) 7/ S/ Tt / = %/ﬁ i Model Whisper Step-2: The pamal STSG in n-ackmg [dog] is:
5 patial Pooling ‘emporal Pooling e == — suggests it might be a police dog support to their owners rather tan
- . g~ f e 5 fs daily t The gag
i Wl G el Userauey Y ) 00 - b iy - 4y T = ey b | niaalty o s T ikes T ek 1
What is the person B3 stand o vl m — ,_Sh_ ~ ,?n i ’h‘lli’!d‘”“” Dog] is 2. has a coherence score of 8.
Scene Detection in the video doing? Visual Encoder (CLIP) Voice Activity Detection o 1. [chgg == fafiegiod Y - - -
behind - fimn Mardle Furdlc hurdic-2 After ranking the rationale score, the final answer is [D. Companion Pet).
1 Frame 1 Frame 2 Frame 3 Frame 7
Step-5: Let' verify the [D. Companion Pet] based on visual perception ..

1. Pixel Grounding Information Check: Based on the video scene, it
d:.plul\ a training ground with a dog, so the answer is fitting.

2.C Check: Observing the dog's energetic behavior during
training aligns with the common understanding that companion pet are less
likely to undergo such training, supporting the chose answer.

Conclusion: The answer [D. Companion Pet] is supported both by ...

Step-3: According to the video scene and STSG, the dog is crossing
multiple hurdles with the dog being visible both before and after the
hurdles. The accompanying man is observed providing i ions to
guide the dog through the obstacles... Drawing on factual commonsense
understanding, it might be inferred that the man is a trainer who is
imparting various commands and training the dog on a grassy field.

_' " - s I
i A o e 1 "r' v
k. AT R e e K

[1] PG-Video-LLaVA: Pixel Grounding in Large Multimodal Video Models. Arxiv-2023 o8

[2] Video-of-Thought: Step-by-Step Video Reasoning from Perception to Cognition. Axiv-2024



Fine-grained Capability of MLLM

Video and 3D Fine-Grained MLLM. ol s | e VideofB]
Refer O 694 : Reason@®
ReVOS F

USER: Can you segment the vehicle with highest passenger capacity?

ReVOS R
) 15.5
————— R
527
ReasonSeg == VISA(Ours)
gloU —— LISA
TrackGPT
. = Image
Image @ o rcoco+ - mazefl ReferFormer
Refer bk Reason —
p T ReasonSeg @ LMPM
RefCOCO : cloU — MTTR
' VLT
(2 = MCN
- \
Ay
= ¢

Itis <SEG>.

Multi-Model
Mol () Lora > D00

7,?? Object
Tracker
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ez
i Visual 0 Mask
Encoder Decoder Mgt
\

VISA: Reasoning Video Object Segmentation via Large Language Models, arxiv-2024




Fine-grained Capability of MLLM

Video and 3D Fine-Grained MLLM.

Reason3D

vy .

scene can provide warmth and create a comfortin

n a game room, what object in the scene could be
ambiance in the room?

|
R Lused for playing a competitive and strategic game

During a cozy winter evening, what object in the
9
involving balls and cues?

pes

Region Segmentation

@ Trainable

“* Frozen

! Hierarchical Mask Decoder

™y
Point I , Region Mask ]
Pooling F—| ‘
Encoder 5 v Decoder & Decoder “
¥

P FS

h,

seg

3D Mask

- 88
.

Q
(1ts located at [LOC], and the mask is [SEG])
In bedroom, many people like to relax by watching @
their favorite shows or movies. What object would
most likely be used for this purpose? Please find the X R
room first and then output the mask. txt

Reason3D: Searching and Reasoning 3D Segmentation via Large Language Model, arxiv-2024
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Fine-grained Capability of MLLM

Video and 3D Fine-Grained MLLM.

Language Grounding J

Grounded 3D-LLM Embodied Dialog

Q5 Yourtask involves locating something. Here's the detail: this g’ Can you please fetch the printer from the nightstand <ref>
" s a reddish brown leather armchair; it is sitting in front of the [T and place it on <ref>?
door and just to the left of the closet. > &
‘ ! 52 Certainly. | will move the <p> the printer </p> <ref> to <p>
&5 I've pinpointed the <p> o<1 </p> <1< you're looking for. R ek aa
- g'.' Also, what is the design purpose of the cylindrical lamp with
D c i / ‘ a white lampshade on <ref> ? It looks intriguing.
ense Captioning
O» . A rers D <p> The cylindrical lamp </p> <ref> is designed to provide
o' Beginby the visual of the an B
object <ref>, followed by an account of its position relative 5 focisert Ilghtmg.on B e LA L
tothe obj 2 e IE reading or working at the computer ...
(_@S this is a brown chair. it is against the brown table.
ety : Embodied Planning
g? Can you outline the main features of the g? 1 desire to enhance room lighting. Can you assist me with this? J
object <ref> succinctly?
g : Got it. Let's begin the planning process now.
fr b - . PE \ : ¢ \ehair ’ g step 1. Turn off <p> lamp </p> <ref>.
& A wooden desk with a flat top surface. - " step 2. Dust <p> lamp </p> <ref> shade.
Y., step 3. Replace bulb in <p> lamp </p> <refs.
i i step 4. Turn on <p> lamp </p> <ref> to test light.
Qu n An ng hai Planning stage complete. What's our next objective?
chair
g’ What is on a small table? Please answer with a single word or :

phrase.

Object Detection

List all the chairs visible in this indoor area. J

lamp.

Where is the pillow on the bed? Please answer with a single
word or phrase. Yes, | was able to locate <p> cha  </p> <r  in the space J

: e o 5 L | : : for you.

pe- Do pe-

Grounded 3D-LLM with Referent Tokens, arxiv-2024



Fine-grained Capability of MLLM

Awhite microwave sits @
adjacent to the large klbchenGmunded language Point clouds

counter, with a brown cabinet
installed above it on the wall...

1 1 1 Prompts Tasks
- Method LLM
VI d eo an d 3 D FI n e G ral n ed M L L M ' Text Vision Inst.Seg. Obj.Det. Grd. Point-Grd. Multi-Obj Grd. QA Cap

PointGroup [37] X - - v v X X X X X
Mask3D [62] X - - v v X X X X X
Multi3DRef [83] X - - X X v X v X X
BUTD-DETR [36] X - - X v v X v X X
3D-VisTA [88] X - - X X v X X VAR
Chat-3D [72] v v X X X X X X v v
Chat-3D v2 [33] v v X X X v X v v v
3D-LLM [31] v v X X X ' X v v v
LL3DA [11] v v v X X X X X v v
Grounded 3D-LLM v v v v ' v v v v v

AT T T T T T T T T T T T T T T T T T T T T T T T T E T E T EE T e L ~\

| Step 1: Contrastive Language-Scene Pre-training 1| Step 2: Multi-task Instruction-tuning '

! b '

! s [N Assistant: <p> A black chair </p>

: Coniras{we Loss : : Contrasfive Loss <ref> with four legs... :

' H . L ]

Ve tontrastivelosse 000000 171 pmmm s T TTT TS seme § _

: - Stext ~. Conlras{we Loss E ! S' i Reext @ | de-tokenize !

1 I \ ! I ref !

I Proxt 1 v Qrexe Qma;c&_ - S 1 :

1 | 1 - mask I } 1

(YY) . T T —

| ~ ' Qe ]

: Phrase embeddings Query embeddings ‘n Pinask i : ex: :

I 7 mas, I 1 ]

! [ [N |

! kv 3

' [ Cross-Modal Interactor ]——| O0CO0Q00Q00] I LS Large Language Model !

\ Paint embeddings i ! [ !

: q q : ] '| < '

: tokenize 000)] 3D Encoder ' | eeeCo-oed) i

AY

i random queries t i i * mkgnimt ;

| | : . User: Describe the object<ref:? :

'

- ¥ :

! i I

! h '

: : ' ]

=
Interactor

Grounded 3D-LLM with Referent Tokens, arxiv-2024
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Recent Advanced MLLM Designs

Overview of Recent Advanced MLLM Designs:

1, More Functionalities:
- One model For All Language Driven Vision Tasks.
- Mutual Cross-Task Benefits.

2, Long Video Analysis:
- Temporal Modeling For Extremely Long Video.
- Efficient Long Context Modeling.

3, Multi-Experts Models:
- Mixture of Experts (MoE) architecture.
- Better performance and enhanced capacity.
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-~ Advanced MLLM Design
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% MLLM For Long Video Analysis.
% MLLM With MOE Design.
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Recent Advanced MLLM Designs

Unified Architecture

OMG-LLaVA

Grounded Conversation Generation Multiple Visual Prompts Description

A zebra is
standing on the

- The zebra Instruction: Please
is drinking from describe the

o puddie:

| The image features o
red double-decker bus:
This bus is porked on o

positioned in front of
trees, with ¢
| overhead-

Visual Prompt-based Conversation
Instruction: Please describe the

Reasoning Segmentation

Reasoning

B <Region>
Answer: A man, dressed in a
Please segment what
helps the person to
stand on the ocean:

green shirt, is sitting on the

S Floor- He is holding a dog in his
arms, showing affection and
care:

Instruction: Please describe

Referring Segmentation what the <Region> is standing
on?

Answer: The man is standing
on s ruy

Instruction: Please segment

Please segment the
train that is furthest

from the comers: what is plaging with <mark>

Answer: It is [SEG]-

licractive Segmentation  Semantic Segmentation

Segmentation and Captioning

2 A large, adult sheep,
the field
Panoptic Segmentation Region-level Caption

A book is placed on
of a laptop: It is titled

Understanding

“Europe”: The book is
positioned on the right
side of the laptop:

——————— N~ S em———m——————— ~ —_—_——————————— ——_————— e —— — - ——_—————————— ~
/ N/ Text Response N/ » . \ Perception Text Response \ Perception Text Response™
| Text Response | ‘r 1 \li' ]:rzez:;): Text Response | i’ Response t | I" Response 1 \I
I ! 1 LLM T ! ‘ LLM I uM |
I LM T [ —t i |
t | Region I Region [ |
| I'[" Image Image 8 |
|[ Image 1| Encoder Text || Encoder Feature Text |l |
||_Encoder Text —T—’ L Instruction|| | Extractor | Instruction| | Text |
| Instruction || jpa0e ) Il - | ) Instruction|
Image I { Visual 1 Image Visual | l Image Visual |
l ) Prompts I\ Prompts ) rompts /
R ) RIS NS ® oo s w_ D NS C
Image-level Conversation
Instruction: What is the number on
this man's shirt?
e s Method Visual Image-level Object-level Pixel-level
Instruction: What sport is this man Encoder | Caption Conversation Visual Prompts Caption  Conversation | Universal Seg RES GCG
Antwar: The man is pleging besebel- LLAVA [69] 1 v v
prigabopi i MiniGPT4 [140] 1 v v
Answer: The red stain on the man's mPLUG-Owl [116] 1 v v
v osibi 5 et She hs s e LLaMA-Adapter [130] | 1 v v
LA Mini-Gemini [63] 2 v v
on'the players pants when they shde InternVL 1.5 [18] 1 v v
::;'.',,.““ the dirt while playing VisionLLM [95] 1 v v v
Shikra [13] 1 v v Point & Box v s
Kosmos-2 [80] 1 v v Box v v
Instruction: How many scissors on GPT4Rol [131] 1 v ' Box ' '
;:': tab 2 Ferret [117] 1 v v Point & Box & Mask v v
Instruction: What the color of Osprey [124] 1 v v Mask v v
T s -y SPHINX-V [65] 1 v v Point & Box & Mask v v
LISA [47] 2 v ' ' v
GLAMM [85] 2 v v Box v v 's v
= Groundhog [132] 4 v v Point & Box & Mask v v ' v
o R i o 868 AnyRef [33] 2 v v Box v v v
orifprir gl bsclydbpfsgoni bl PixelLM [86] ! v v v
The scene takes place in o 200, with the GSVA [107] 2 v v v
m:;:;":;;": foms 900 e :::-:1”:- Groma [76] 1 v v Box v v
. anfoying har Inbaraction ety Sha aolwal VIP-LLaVA [8] 1 v v Point & Box & Mask v v
The image features a white pickup truck parked on PSALM [133] 1 Point & Box & Mask v
LaSagnA [100] 2
OMG-Seg [56] 1 Point v
B e o ey OMG-LLaVA 1 v v Point & Box & Mask v v v v

common feature on streets in many cities:

Pixel-Level Object-Level

OMG-LLaVA : Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding, arxiv-2024.

Image-Level
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Recent Advanced MLLM Designs

Unified Architecture
Answer: [t's a wooden <p> pier </p> [SEG], surrounded by the <p> lake </p> [SEG] and the <p> l KHD (1] EEEN \
1

forest </p> [SEG]- A blue <p> sky </p> [SEG] is above the pier and the <p> mountains </p> [SEG]-l HE N [ |
Decode | Perception Prior
ll!..!.,!l.l.!l | Embedding
LLM ] |
, ! 1 OMG Decoder
Text Proj EE--E [N ENEE= E] T
[ Visual Projector ‘ l D
Tokenize |
[
f ' ! O e |0 ] R
HENEN W < — Question: </mage>\n | I|:] Encoder S s
Please describe the o romp!
EEEN DD O D OMG-Se; <Region> and respond D ay (Point, Box and Mask)
Pixel-centric ~ Object-centric s with interleaved | §
Visual Tokens  Visual Tokens 7 /
segmentation masks: |
4 Image
_ | Attention Mask for Point, Box, and Mask Prompts Ve e — . N,
_____________________ - . T s \
® Di / __OMG D‘“"i“ A : " Point prompt ", o — Center ./ Mask prompt’, I ey mlnm | =
Visual Prompts g B Teede! ! i i | (HW,N) (N, €) N
(Point, Box and Mask) %: E g = : ' l ne ¥ Box prompt iEncocleI ! ; ! I Predcit _v- QL_,L. ooo EEEE =
2.3 2 oo | Mask Mask | | ! OO0 —=— ¥ 5 T 0000 EEEE =
) : g ool g = ! Predict | | lPredict- ! i Object Queries — Visual Tokens ]
Visual Prompts Queries E § 5 o | 1 ero | | ' | Mask Score | E %":3' ]
ooooo g ‘ | 1 P | z | ¥ mi ing
Learnable Queries g g 0 : ! ’x‘ | | L E: : EEEE | O
EEEE AN t 1 Object | N Ly — Iy - EEEE /B
EEEE Queries | \Fiﬂfftl_m_l }J_as.kfx Atfe{llﬂofl ,NEafk, 777777 Y {@ﬂ?g If[i,s}( ' Image Feature -

Image Feature

OMG-LLaVA : Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding, arxiv-2024. 37
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® Unified Pixel-wise MLLM

Low-level Visual Semantics High-level Visual Semantics

V' 1- ro n Vision Segmentation & Grounding Pixel-level Vision Understanding

Image/Video  Referring Image QA Video QA

Panoptic Instance Semantic Referring Captioning Captioning

B

Q: Why is the child sitting on a
‘cardboard? A: trying to slide
down the slope.

adrawing of apink  woman on the right
and blue pokemon in white shirt

il 1
= )
Retrieval

Phrase Grounding

Video Grounding

L

Surpueisiopun) [EnsIA

panda

running

; walking ,

Vision Editing & Inpainting

Vision Synthesis & Generation
VITRON Adding Removing
Text-to-Image el

Generation Text-to-Video Generation

A corgi runs on the grss

A polar bear swimming.

Moving
[

Image-to-Video Generation

- NN

Y24
Style Changing

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024

Sunesouan) [ensip

38



Recent Advanced MLLM Designs

Vision Supporting Pixel/Regional Segmenting/

Model . Understanding Grounding Generating  Editing
Image Video
Flamingo [1] X X X X X
BLIP-2 [45] X X X X X
MiniGPT-4 [126] X X X X X
LLaVA [57] X X X X X
GILL [39] X X X X
Emu [90] X X X X
MiniGPT-5 [125] X X X X
DreamLLM [23] X X X X
" GPT4Rol[122] ~ ~ ~ ~ ~ v~~~ x-S T T ) ) S ) S

NEXT-Chat [118] X X X
MiniGPT-v2 [13] X X X
Shikra [14] X X X
Kosmos-2 [72] X X X
GLaMM [78] X X X
Osprey [117] X X X
PixellLM [79] X X X
LLaVA-Plus [58] X X

VideoChat [46] X X X X X
Video-LLaMA [120] X X X X X
Video-LLaVA [52] X X X X
Video-ChatGPT [61] X X X X X
GPT4Video [99] X X X X

" PG-Video-LLaVA[67] X /T T/ ) X ] X

NEXT-GPT [104] X X X

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024
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® Unified Pixel-wise MLLM

Vitron

Image : )
Segmentation X Generation

o e e e e e e e e e e e e e e e

Task-invariant Fine-

_____ f T Task-specific Feature grained Feature I
- @ O 66 e
»*o Large Language Model '6 LoRA

S [ S T
( Projection )6 [ Projection Jﬁ [ Projection )6 %‘

-
Video Encoder Sketch Encoder T
4

4

+
Video[H Imagem User Sketch |— i Text %

Figure 2: Technical overview of the VITRON framework.

VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024 40
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Text Query
User: What are ’ User: What are 4 N
the couple doing? Text Decoder DDO the couple doing? |:>

X [ Context Attentlon ]—v[ Projector ]—> . I:> .

T Contexr A O L
by X; Pool
b= o +
- Visual Embedding Lo =
W gt i

' breee . . Assistant: They are

4 Frozen in training i_! Scalable token ... hugging in a flying

Video/Image - Content gesture on the bow.

Stage 1: Modality Alignment

ax | 558K w
ﬁn User: <image-0», _ <image-i», Assistant: <caption> f -

User: <image», Assistant: «caption 5 ™ =
Single Image 3-min Video Wy 3-hour Video
Stage 2: Instruction Tuning 0w Zootopia Trailer Avatar
88 sax | o] s2s¢ ‘ 40K '
User: Please describe this image in detail. (Q, User: Please describe this video in detail. (Q. User: Summarize the plot of this movie. ,5{,

830 User: <prompt=\ncimage-0s. . <image-», Assistant: <answer>

User: <prompi\nckges; Assistant: orewes.....(multi-tum) Assistant: The image features a young ma Assistant: The video starts with a carto Assistant: Avatar follows Jake Sully, a
User: <prompt>, Assistant: <answer>,..... (multi-turn) P nin a blue outfit, likely from the game seri on character standing in front of a cast! disabled former Marine who is recruited

es "The Legend of Zelda," standing on top e, which is surrounded by a beautiful lan by the RDA to work on Pandora, a moon r

Stage 3: Long Video Tuning (Optional) of a large rock formation. dscape. The character is holding a bucke ich in a valuable mineral called unobtaniu
He appears to be looking out over the land t and appears to be observing the surrou m. Jake's twin brother, Tommy, died ina

scape, possibly contemplating his next mov ndings. The scene then transitions to a t helmet-cam accident, and Jake is offere
e or enjoying the view. The rock formation rain, where the character is seen sitting d his place in the Avatar Program, which

'811 User: <prompt>\n:image Oxsubtitle-0>, . <image-~<subtitle-i>, is surrounded by a beautiful blue sky, with inside the train. The train is surrounded allows humans to link with the native Na'
Assistant: <answer> clouds scattered throughout the scene... by lush greenery and appears to be movin vi, a humanoid species. Jake is assigned t

g through a scenic route...... o the avatar of his deceased brother-.....

User: <prompt>, Assistant: «answer>

LLaMA-VID: An Image is Worth 2 Tokens in Large Language Models, arxiv-2023
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= e\ )
s B
N,\m\" Slow :
S < #.<2~7| Pathway
3 2 o
SEEgackes : = [ o N /
L] t + V 1 [0)
v ol T |18
:____'_??__: D (e} o E
'g 8‘ = p"smx oo
— () o
Q = \K Fast e
Pathway EE
———
~— ~— E
!

Question 1: What is happening in this video?

SlowFast-LLaVA-7B: The video depicts a person preparing a cup of coffee, which is a common activity in the morning or
during breaks. The coffee machine is a modern, sleek design with a digital display. The kitchen is well-equipped with various
appliances and utensils. There's a sink with a faucet, a dishwasher, and a refrigerator. On the countertop, there are several
items including a bowl, a spoon, and a cup. The overall content of the video is a snapshot of everyday life, capturing the
simple yet essential act of making coffee in a home setting.

Question 2: When does the person wash the portafilter?
SlowFast-LLaVA-7B: The person washes the portafilter -

Question 3: Does this person open the refrigerator?
SlowFast-LLaVA-7B: No, the person in the video does not open the refrigerator.

SlowFast-LLaVA: A Strong Training-Free Baseline for Video Large Language Models, arxiv-2024
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Spatial Token Compression Large Language Model
Question: Where did I put the white cup?
Text Query
Spatial Token Compression
gl _..’ 1"’ P p
00:00 : ot 411 4o
eI ),.l .'Hr iy ]H

& (R B gk gl = PN iy

Uniform 1 | @ Il! |0 [P L —
Sparse L ks 149 el » .

sample | | ] P

: ! p | Va Vi Vn—z Vg Vy Text Query

I .
Dense | | | Q Tem| L Reducti t
T d ‘ poral Reduction User: What did this man
sample : i | runcate Temporal Reduction mmw pizza?
1 f

[ | SigLIP + DINOv2
LongVU [ 0
(Ours) L_ _I Adaptive

You left the white cup on the table.

0 Lmax - Lq - THlI/VE)

T r Np, =

LongVU: Spatiotemporal Adaptive Compression for Long Video-Language Understanding. Arixv-2024 45
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Response

—> Activated forward » Copy weight — — Non-activated forward
! ) ! | (&1 Add & Norm
ﬂ Trainable parameter [ﬁ Non-trainable \

Generated Text Caption Response Trainable parameter

é Copy weight . ’Il"FFN 1 I 000 I(’,FFN 3 | moo IQ’iFFN E I ’,t’ Non-trainable
(%] Add & Norm —{# Add&Nom | - o 4 T )

The image capture the beauty and
grandeur of the statue of liberty ...

% MoE Layer x N

MoE
Layer

[Expert 1]

[Expert 2] [Expert 3] [Expert 4]

[ vision Encoder & MLP | [ Word Embedding Layer |

Trained in Stage Il
2 FFN %  FFN Comy mgn
77777 : for experts Convert LLM to LVLM
Add & Norm - Add & Norm
Self-Attention weight Self-Attention : Copy
(5 Emboning | | 9 MLP ® condng| | MLP e =
[Baii) (6 wr ) (Beiete] [ B (aw] —t
" oo . — T A A
Caption Vision Instruction Vision . -
" @ @
Image Image
Image (a) Stage | and Stage |
(a) Stage | (b) Stage Il (c) Stage Ill

MoE-LLaVA: Mixture of Experts for Large Vision-Language Models, arxiv-2024

éOn

ﬂ'!

Describe the image?

(b) Stage Il
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Step 1:
Context-aware expert routing

Step 2:
Expert fusion with MoV-Adapter

Vision Encoder | Task |MMB DocVQA ChartQA GQA POPE REC RES SLAKE
CLIP [60] | Image-text Contrastive | 64.9  35.6 353 625 857 815 433 63.7 Large Language Model =] Large Language Model
DINOv2 [57] Visual Grounding 575 147 159 63.9 86.7 86.1 47.5 59.4 f f | iSacENbree PP f
Co-DETR [86] Object Detection | 48.4 142 148 586 88.0 82.1 486 55.3 L el LI — —— L L L L L1 L.
. <system prompt> Expert 1 H Q: Where is the red
SAM [30] Image Segmentation 40.7 13.9 15.0 54.0 82.0 79.2 49.3 57.7 Downsample | <model descriptions> Vit ey ‘- T~ MoV-Adapter +— sign and what does it
Pix2Struct [35] Text Recognition 419  57.3 534 51.0 781 59.2 32.2 44.0 fore s s aestacr: i o
Deplot [43] Chart Understanding | 36.2 40.2 55.8 48.1 75.6 51.1 27.0 445 BASE ENCOBr | | oy what cen ot o0 Base Encoder
Vary [75] Document Chart Parsing| 28.1 47.8 418 426 691 216 16.0 409 e oy !
BiomedCLIP [84] | Biomedical Contrastive | 40.0 15.3 16.8 50.8 76.9 57.8 274 65.1 Roddnthet ettt 1 | "
Expert N '
Plain fusion - 63.4 465 489  63.0 864 8.7 453 64.7 s i chart processing | (e i
MoVA - 65.9 59.0 56.8 64.1 88.5 86.4 49.8 66.3 $jon and what doss 1t Vision Experts

5 hl
-I Expert Knowledge Extractor |
X! |
' F i F, .!.ﬁx Stage 1: Pretraining Stage 2: Supervised Finetuning Stage 3: Expert-routing LORA Training
Cross Cross Cross Answer Answer Routing ©
Attention | Attention '~ Attention Global supervision N Supervision n SR '\‘
Pooling ! Lora \/ ! Lo
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MoVA: Adapting Mixture of Vision Experts to Multimodal Context, arxiv-2024.



MLLM Functionality& Advance

Fine-Grained MLLM Design

With Visual Grounding. Fine-Grained Understanding.
With Visual Segmentation.
Video and 3D Fine-Grained MLLM.

Advanced MLLM Design
Unified Architecture Designs.
MLLM For Long Video Analysis.
MLLM With MOE Design.

Stronger Features and Capacities.
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MLLM Functionality& Advance

Future Direction:

1, Scaling MLLM features More.

2, Novel MoE operators designed for MLLMs.

3, Single Transformer Architecture. Eg: unify image generation and text generation in one model.

4, Long Video Grounding, Chat and Tracking in One Model.
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