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Hallucination of MLLM generally refers to the phenomenon where the generated 
text response does not align with the visual content.

[1]  Mitigating Hallucination in Large Multi-Modal Models via Robust Instruction Tuning. ICLR 2024



Definition of Hallucinations in MLLMs 

7

Hallucination of MLLM generally refers to the phenomenon where the generated 
text response does not align with the visual content.

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024

Object Hallucination:

There are some benches and a fence in the background.

Attribution Hallucination:

There is a large tree in the background with pink flowers.

Relation Hallucination:

The other people in the picture are standing around the girl, watching 
what she is doing.



Causes of Hallucinations 
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Causes of Multimodal 
Hallucinations

Hallucinations from 
Training Data

Noisy Data HalluciDoctor [1], LLaVA 1.5 [2]

Lack of Diversity LRV-Instruction [3]

Detailed 
Descriptions 

EOS [4]

Statistic Bias POPE [5] 

Hallucinations from Model

Vision Model HallusionBench [6], AMBER [7]

Language 
Model

Volcano [8], HallusionBench [6]

Cross-model 
Inference

HACL [9], Halle-Switch [10]

[1] HalluciDoctor: Mitigating Hallucinatory Toxicity in 
Visual Instruction Data. CVPR 2024.
[2] Improved baselines with visual instruction tuning. 
CVPR 2024..
[3] Mitigating hallucination in large multi-modal models 
via robust instruction tuning. ICLR 2024..
[4] Mitigating Multimodal Hallucination from an EOS 
Decision Perspective. ACL 2024.
[5] Evaluating object hallucination in large vision-
language models. EMNLP 2023..
[6] HallusionBench: You See What You Think? Or You 
Think What You See? An Image-Context Reasoning 
Benchmark Challenging for GPT-4V(Ision), LLaVA-1.5, 
and Other Multi-Modality Models. CVPR 2024.
[7] An llm-free multi-dimensional benchmark for mllms 
hallucination evaluation. 2023.
[8] Volcano: Mitigating Multimodal Hallucination 
through Self-Feedback Guided Revision. 2023.
[9] Hallucination Augmented Contrastive Learning for 
Multimodal Large Language Model. 2023. 
[10] HallE-Switch: Controlling Object Hallucination in 
Large Vision Language Models. 2023.



Noisy Data
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▪ Pre-training stage employs image-text pairs crawled from the web, which 
contain inaccurate information.

▪ As for instruction tuning data, LLaVA utilizes the advanced text-only GPT-4 
model to generate instructions. However, text-only ChatGPT is a language 
model that cannot interpret visual content, leading to the risk of noisy data.

[1] ShareGPT4V: Improving Large Multi-Modal Models with Better Captions. 2023.



Lack of Data Diversity
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Model Yes(%)

mPLUG-Owl 96.23

LLaVA 95.37

MultiModel-GPT 99.97

Results on POPE

▪ Most instruction following data samples are composed of positive instruction, 
without negative instruction data and reject answering responses.

Tend to answer “Yes” !

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.
[2] Evaluating Object Hallucination in Large Vision-Language Models. EMNLP 2023.

Examples from LRV-Instruction



Hallucinations from Vision Model
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Question: What is the total cost for Fat cell size (Mt. Shlnai) in the -05 year?

Prediction: $12,800

Question: Is the value of x in the image 5?

Prediction: To determine the value of x in the triangle, we can use the 
Pythagorean theorem for right triangles, Where a and b are the lengths of the two 
shorter sides (legs) and is the length of the hypotenuse. So, yes, the value of x in 
the image is 5.

▪ A weak vision model can lead to misinterpretation of visual content.

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-Language Models. 
CVPR 2024.



Hallucinations from Language Model
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▪ The language model is much larger and stronger than the vision model, leading 
to a tendency to prioritize its parametric memory.

Question: According to the metal number chart of the 2008 Beijing 
Olympics in the image, Does China have the most gold metals, followed 
by the USA and Russia?

Prediction: Yes, according to the metal number chart of the 2008 
Beijing Olympic Games, China won the most gold medals, followed by 
the United States and Russia. The chart shows the number of gold, 
silver, and bronze medals won by each country during the games.

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-Language 
Models. CVPR 2024.
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Hallucinations Metrics 
and Benchmarks

Hallucinations Metrics

LLM-based GAVIE [1], Hallusionbench[2]

Non-LLM-based POPE [3], CHAIR [4]

Hallucinations Benchmark

Discriminative 
Task

Hallusionbench[2], POPE [3], FGHE [5]

Generative Task GAVIE [1], Faith-Score [6]

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.
[2] HallusionBench: You See What You Think? Or You Think What You See? An Image-Context Reasoning Benchmark Challenging for GPT-4V(Ision), LLaVA-1.5, and Other 
Multi-Modality Models. CVPR 2024.
[3] Evaluating object hallucination in large vision-language models. EMNLP  2023.
[4] Object hallucination in image captioning. EMNLP 2018.
[5] Mitigating Fine-Grained Hallucination by Fine-Tuning Large Vision-Language Models with Caption Rewrites. MMM 2024.
[6] FAITHSCORE: Evaluating Hallucinations in Large Vision-Language Models. 2023



Multimodal Hallucination Metric & Benchmarks
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Dis* means: converting the evaluation of hallucination into a binary classification task by prompting MLLMs with simple Yes-or-No
short questions about the probing objects . It’s not open-ended questions.
Gen* means generative tasks, which is open-ended questions.

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024



Multimodal Hallucination Metric & Benchmarks
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Non-LLM evaluation, 
Discriminative Tasks

LLM evaluation, 
Generative Tasks

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.
[3] Evaluating object hallucination in large vision-language models. EMNLP 2023.



Multimodal Hallucination Metric & Benchmarks

18

Many benchmarks are sourced from MSCOCO and visual-Genome, which are usually included in current instruction tuning datasets.
HallusionBench manually crafted by human experts, is an ideal benchmark for the zero-shot evaluation.  

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024

Manually 
crafted by
experts



Multimodal Hallucination Metric & Benchmarks
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HallusionBench: manually crafted by human experts, is an ideal benchmark for the zero-shot 
evaluation with more diverse image types, hallucination types.

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-Language Models. CVPR 2024.



Multimodal Hallucination 
Mitigation4
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Hallucinations 
Mitigation

Pre-correction

Introduce Negative 
Data

LRV-Instruction [1] 

Introduce Counterfactual 
Data

HalluciDoctor [2]

Address Noises and 
Errors

ShareGPT4V [3]

In-process-
correction

Scale-up Resolution Eagle [4], LLaVA-1.5 [5]

Versatile Vision 
Experts

Vcoder [6], Eagle [4]

Training-related 
Mitigation

LLaVA-RLHF [8], RLHF-V 
[10]

Post-correction Post-hoc Correction 
Woodpecker 

[9]

[1] Mitigating Multimodal Hallucination from an EOS 
Decision Perspective. ACL 2024..
[2] HalluciDoctor: Mitigating Hallucinatory Toxicity in 
Visual Instruction Data. 2023.
[3] ShareGPT4V: Improving Large Multi-Modal Models 
with Better Captions. ECCV 2024..
[4] HallE-Switch: Controlling Object Hallucination in 
Large Vision Language Models. 2023.
[4] Eagle: Exploring The Design Space for Multimodal 
LLMs with Mixture of Encoders. 2024.
[5] Improved baselines with visual instruction tuning. 
CVPR 2024.. 
[6] Vcoder: Versatile vision encoders for multimodal 
large language models. 2023.
[7] Incorporating Visual Experts to Resolve the 
Information Loss in Multimodal Large Language 
Models. 2024.
[8] Aligning large multimodal models with factually 
augmented rlhf. 2023.
[9 ] Woodpecker: Hallucination Correction for 
Multimodal Large Language Models. 2023.
[10] RLHF-V: Towards Trustworthy MLLMs via Behavior 
Alignment from Fine-grained Correctional Human 
Feedback. CVPR 2024.



Introduce Negative Data

22[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024..
[2] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models.

Results on MME Benchmark

⊹ LRV-Instruction is designed to include both positive and negative instructions for more 

robust visual instruction tuning.



Address Noises and Errors
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[1] ShareGPT4V: Improving Large Multi-Modal Models with Better Captions. ECCV 2024.

⊹ Rewrite the text captions of existing image-text pairs in datasets by GPT4-V. 
lack details or hallucinate



Scale-up Resolution

24
[1] Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. 2024.

⊹ Higher resolution generally results in lower degrees of hallucination. 

#Avg. Denotes the average score of 15 VLM Benchmarks

Experiment Results from Eagle

🔍



More Vision Experts

25[1] Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. 2024.

⊹ Introducing additional vision encoders enhances the performance. 

#Avg. Denotes the average score of 15 VLM Benchmarks

CL: CLIP

CN: ConvNext

DI: DINOv2

SA: SAM

PS: Pix2Struct

EV: EVA-02

Experiment Results from Eagle



Training-related Mitigation: RLHF-V
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⊹ Collect human feedback in the form of fine-grained segment-level corrections.

⊹ Propose DDPO to optimizes the policy model against dense and fine-grained segment-

level preference.

[1] RLHF-V: Towards Trustworthy MLLMs via Behavior Alignment from Fine-grained Correctional Human Feedback. CVPR 2024..
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Post-hoc Correction

[1] Woodpecker: Hallucination Correction for Multimodal Large Language Models. 2023.
[2] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models. 2023.

Model w/

correction

Total

LLaVA No 421

LLaVA Yes 565

Otter No 448

Otter Yes 571

Experiment results on MME

⊹ Woodpecker is training-free general framework for hallucination correction. It 

incorporates expert models to supplement contextual information of the image and 

crafts a pipeline to correct hallucinations step by step.



Future Directions of MLLM Hallucinations
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⊹ Establishing Standardized Benchmarks
× Easy to use, fair, free-form, cheap

⊹ Reframing Hallucination as a Feature 
× It’s only when the dreams enter deemed factually incorrect territory that we label 

them as ’hallucinations’.

× Double-edged sword / Creation / Hallucination



Thanks!
Any questions?
You can find me at:

⊹ fl3es@umd.edu
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