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1 What’s hallucination in
MLLMs ?




Definition of Hallucinations in MLLMs

x Hallucination of MLLM generally refers to the phenomenon where the generated
text response does not align with the visual content.

Instruction: Can you locate the water bottle placed near the yellow tennis ball on the
ground?

MiniGPT4-v1: The water bottle is located near the yellow tennis ball on the ground. Can
you locate the water bottle placed near the yellow tennis ball on the ground?

MiniGPT4-v2: Yes, the water bottle is placed near the yellow tennis ball on the ground.
LLaVA1.0: Unfortunately, as an Al visual assistant, I am not capable of moving or
locating objects in a specific environment. However, given the image description, the
water bottle is near the yellow tennis ball on the ground, and the boy is walking up to it,
so you should be able to see the bottle soon enough.

LLaVA1.5: Yes, there is a water bottle placed near the yellow tennis ball on the ground.

[1] Mitigating Hallucination in Large Multi-Modal Models via Robust Instruction Tuning. ICLR 2024 6



Definition of Hallucinations in MLLMs

x Hallucination of MLLM generally refers to the phenomenon where the generated
text response does not align with the visual content.

Object Hallucination:

33 &l There are some benches and a fence in the background.

(M Attribution Hallucination:

| There is a large tree in the background with pink flowers.

The in the picture are SlaNGINGIGIOUNGINENGIt, vatching

what she is doing.

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024



2 Causes of Hallucinations
In MLLMs




Causes of Hallucinations in MLLMs

Causes of Multimodal
Hallucinations

Hallucinations from
Training Data

Vision Model
o Language
Hallucinations from Model

Cross-model
Inference

Noisy Data [aud HalluciDoctor [1], LLaVA 1.5 [2]

Lack of Diversityfgeessd LRV-Instruction [3]
Detailed

Statitic sies IR m

HallusionBench [6], AMBER [7]
Volcano [8], HallusionBench [6]

HACL [9], Halle-Switch [10]

[1] HalluciDoctor: Mitigating Hallucinatory Toxicity in
Visual Instruction Data. CVPR 2024.

[2] Improved baselines with visual instruction tuning.
CVPR 2024..

[3] Mitigating hallucination in large multi-modal models
via robust instruction tuning. ICLR 2024..

[4] Mitigating Multimodal Hallucination from an EOS
Decision Perspective. ACL 2024.

[5] Evaluating object hallucination in large vision-
language models. EMINLP 2023..

[6] HallusionBench: You See What You Think? Or You
Think What You See? An Image-Context Reasoning
Benchmark Challenging for GPT-4V(lIsion), LLaVA-1.5,
and Other Multi-Modality Models. CVPR 2024.

[7] An lIm-free multi-dimensional benchmark for mlims
hallucination evaluation. 2023.

[8] Volcano: Mitigating Multimodal Hallucination
through Self-Feedback Guided Revision. 2023.

[9] Hallucination Augmented Contrastive Learning for
Multimodal Large Language Model. 2023.

[10] HallE-Switch: Controlling Object Hallucination in
Large Vision Language Models. 2023.



Noisy Data

Pre-training stage employs image-text pairs crawled from the web, which

contain inaccurate information.

As for instruction tuning data, LLaVA utilizes the advanced text 0||1Iy GPT- 4
a

ua

mode| to generate instructions. However, text-only ChatGPT is ng
risk of n 0|sy

model that cannot interpret visual content, leading to the

At a train station, a group of people, including both young children and adults, are
standing on a platform waiting for a train to arrive. The train is already present on the
tracks, partially visible on the right side of the image. Some of the people watch the train
closely, while others seem to be patiently anticipating its departure.

There is a total of eight individuals waiting for the train, with one child in the middle of
the platform and the others scattered around. A backpack can be found on the far left
side of the platform, suggesting that someone may have set it down while waiting.

[1] ShareGPT4V: Improving Large Multi-Modal Models with Better Captions. 2023.

ata.
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Lack of Data Diversity

Most instruction following data samples are composed of positive instruction,
without negative instruction data and reject answering responses.

Results on POPE (Neg) Nonexistent Object Manipulation

Q: Can you spot a hot air balloon above the tall tree?
Model Yes(%) . A: There is no hot air balloon mentioned in the image.
mPLUG-Owl 96.23
LLaVA 95.37 : . A 2

(Neg) Existent Object Manipulation
MultiModel-GPT 99.97 _ e

Q: Is the woman in the blue pants and pink shirt

sitting on the floor?
A: There is no hot air balloon mentioned in the
image.

Tend to answer “Yes” |

Examples from LRV-Instruction

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.
[2] Evaluating Object Hallucination in Large Vision-Language Models. EMINLP 2023.
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Hallucinations from Vision Model

A weak vision model can lead to misinterpretation of visual content.

——

4 B

are shown below. There is a unit cost at Fels of $3.00 to cover the cost of
disposable syringes (one for local anesthetic and one to obtain fat at each examina-
tion), local anesthetic, band-aids and shipping.

Unit -04 =05 -06

Cost N Total N Total N Total

Fat cell size $209* 220 $45,980 156 $35,864 94 $23,7172
(Mt. Sinai)

Question: What is the total cost for Fat cell size (Mt. Shinai) in the -05 year?

Prediction: 512,800

Question: Is the value of x in the image 5?

Prediction: To determine the value of x in the triangle, we can use the
Pythagorean theorem for right triangles, Where a and b are the lengths of the two
shorter sides (legs) and is the length of the hypotenuse. So, yes, the value of x in
the image is 5.

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual lllusion in Large Vision-Language Models. 12

CVPR 2024.



Hallucinations from Language Model

The language model is much larger and stronger than the vision model, leading
to a tendency to prioritize its parametric memory.

China
United States
Russian Fed
Great Britain

Germany
Australia
Korea
Japan
Italy

France

36
23
19
16
14
13
9
8
7

21
38
21
13
10
15
10
6

10
16

28
36
28
15
16
17
8
10
10
17

The gold medal number of China is changed to 23,
ranked second.

Question: According to the metal number chart of the 2008 Beijing
Olympics in the image, Does China have the most gold metals, followed
by the USA and Russia?

Prediction: Yes, according to the metal number chart of the 2008
Beijing Olympic Games, China won the most gold medals, followed by
the United States and Russia. The chart shows the number of gold,
silver, and bronze medals won by each country during the games.

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual lllusion in Large Vision-Language

Models. CVPR 2024.
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3 Multimodal Hallucination
Metrics and Benchmarks




Multimodal Hallucination Metric & Benchmarks

LLM-based GAVIE [1], Hallusionbench[2]

Hallucinations Metrics

Non-LLM-based POPE [3], CHAIR [4]

Hallucinations Metrics
and Benchmarks

Discrminative Hallusionbench(2], POPE [3], FGHE [5]

Hallucinations Benchmark

Generative Task GAVIE [1], Faith-Score [6]

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.

[2] HallusionBench: You See What You Think? Or You Think What You See? An Image-Context Reasoning Benchmark Challenging for GPT-4V(Ision), LLaVA-1.5, and Other
Multi-Modality Models. CVPR 2024.

[3] Evaluating object hallucination in large vision-language models. EMNLP 2023.

[4] Object hallucination in image captioning. EMNLP 2018.

[5] Mitigating Fine-Grained Hallucination by Fine-Tuning Large Vision-Language Models with Caption Rewrites. MMM 2024.

[6] FAITHSCORE: Evaluating Hallucinations in Large Vision-Language Models. 2023 15



Multimodal Hallucination Metric & Benchmarks

Benchmark Venue gz:;lgll;fe Size %;;1; Metric Hallucination Type

Category Attribute Relation Others
CHAIR [90] EMNLP’18  MSCOCO [70] 5000 |  Gen CHAIR v X X X
POPE [69] EMNLP’23  MSCOCO [70] 3,000 Dis Acc/P/R/F1 v X X X
MME [113] arXiv'23 Jun MSCOCO [70] 1457 Dis Acc/Score v v X v
CIEM [42] NeurIPS-W’23 MSCOCO [70] 78120 Dis Acc ' X X X
M-HalDetect [32] arXiv’23 Aug. MSCOCO [70] 4,000 Dis eward Model Score v X X X
MMHal-Bench [96]  arXiv'23 Sep. Open-Images [61] 96 Gen LLM Assessment v X X v
GAVIE [73] ICLR’24 Visual-Genome [59] 1,000 Gen LLM Assessment Not Explicitly Stated
NOPE [77] arXiv'23 Oct. Open-Images [61] 36,000 Dis Acc/METEOR [3] v X X X
HaELM [104] arXiv'23 Oct. MSCOCO [70] 5,000 Gen LLM Assessment Not Explicitly Stated
FaithScore [55] arXiv’'23 Nov. MSCOCO [70] 2,000 Gen FaithScore v v v Obj. Counting
Bingo [21] arXiv'23 Nov. Unknown 370 Gen Human Assessment X X X Model Bias
AMBER [103] arXiv’'23 Nov. Web 15,202 | Dis & Gen AMBER Score v v v X
RAH-Bench [16] arXiv'23 Nov. MSCOCO [70] 3,000 Dis False Positive Rate v v v X
HallusionBench [72] CVPR’24 Unknown 1,129 Gen LLM Assessment X X X Model Diagnose
CCEval [123] arXiv'23 Dec. Visual-Genome [59] 100 Gen LLM-based CHAIR v X X X
MERLIM [100] arXiv'23 Dec. MSCOCO [70] 31,373 Dis Accuracy v X v Obj. Counting
FGHE [105] arXiv'23 Dec. MSCOCO [70] 200 Dis Acc/P/R/F v v v Obj. Behavior
MOCHa [5] arXiv'23 Dec. Synthetic 2,000 Gen OpenCHAIR [5] v v X X
CorrelationQA [35]  arXiv'24 Feb. Synthetic 7,308 Dis Acc/AccDrop X X X Model Bias
VQAv2-IDK [11] arXiv’24 Feb. VQAw2 [30] 6,624 Dis Acc X X X IK [11]
MHaluBench [13] arXiv’24 Feb. MSCOCO [70] 1,860 Gen Acc/P/R/F v v X T2l
VHTest [46] arXiv’24 Feb. MSCOCO [70] 1,200 § Dis & Gen Acc v v X v
Hal-Eavl [53] arXiv’24 Feb. f:](:oclzjc[g 2[]701 & 10,000 f§ Dis & Gen LLI:;Xl:istmgznt v v v Obj. Event

Dis* means: converting the evaluation of hallucination into a binary classification task by prompting MLLMs with simple Yes-or-No
short questions about the probing objects . It’s not open-ended questions.
Gen* means generative tasks, which is open-ended questions.

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024



Multimodal Hallucination Metric & Benchmarks

Non-LLM evaluation,
Discriminative Tasks

. Q: Is there a bottle in the image?

- ¢ A: Yes, there is a bottle in the image.
Q: Is there a Knife in the image?

A: No, there is no knife in the image.

® | Canyou help me ;ind adog playing with a
ball on the shore?

There is a dog playing with a ball on the
scene, with the ball close to its paw. This adds
a playful element to the otherwise serene

beach setting, where people are enjoying ~ mPLUG-0,

water activities like surfing and swimming.

The image is a photo of a group of three
people surfing on the ocean. They are wearing &
black wet suits and have their boards on their &%
heads. The sky in the bacquolmd is a light MiniGPT
blue color with white clouds.

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024.
[3] Evaluating object hallucination in large vision-language models. EMINLP 2023.

LLM evaluation,
Generative Tasks

|
GAVIE
Relevancy Score(0-10) @ Accuracy Score(0-10)
Score (mPLUG-0wI): 10 Score (mPLUG- Owl) 1
Reason: It followed the instruction and |Reason: Despite the
directly described a dog playing with a !hmisnomznﬁonof adog or

; provided, |
ball on the shore, which was the exact  |a ball in the image's content.

scenario asked for in the instruction.

Score (MiniGPT4): 1 Score (MiniGPT4): 10
Reason: It provided an overview of the It provides a d
image but didn't directly address the description of the image, such as the
instruction about finding adoganda  |people surfing, the ocean, and the wet
ball. suits.

o

Score (Ours): 10
Score (Ours): 10 Reason: The answer is in line with the

the question. of mentioned elements from the

Reason: The answer directly responds to|image information, pointing out the laclI

question in the image descriptions.

Finetune e

—_—

LRV-Instruction

There is no mention of a dog or a ball in
the given image. Introducing an element

Befe-

\ '
make it difficult for the user to find the
correct details.

not in the image may cause confusion and

Dataset(Ours)



Multimodal Hallucination Metric & Benchmarks

Benchmark Venue gzifls-loy:rlfe Size %;;lz Metric Hallucination Type
Category Attribute Relation Others
CHAIR [90] EMNLP’18 [[MSCOCO [70] 5000  Gen CHAIR v X X X
POPE [69] EMNLP’23 JMSCOCO [70] 3,000 Dis Acc/P/R/F1 v X X X
MME [113] arXiv'23 Jun JMSCOCO [70] 1457 Dis Acc/Score v v X v
CIEM [42] NeurIPS-W’23 |MSCOCO [70] 78120 Dis Acc ' X X X
M-HalDetect [32] arXiv’23 Aug. |MSCOCO [70] 4,000 Dis Reward Model Score v X X X
MMHal-Bench [96]  arXiv'23 Sep. JOpen-Images [61] 96 Gen LLM Assessment v X X v
GAVIE [73] ICLR’24 Visual-Genome [59])] 1,000 Gen LLM Assessment Not Explicitly Stated
NOPE [77] arXiv'23 Oct. Open-Images [61] § 36,000 Dis Acc/METEOR [3] v X X X
HaELM [104] arXiv’23 Oct. fMSCOCO [70] 5,000 Gen LLM Assessment Not Explicitly Stated
FaithScore [55] arXiv’'23 Nov. JMSCOCO [70] 2,000 Gen FaithScore v v v Obj. Counting
Bingo [21] arXiv'23 Nov. JUnknown 370 Gen Human Assessment X X X Model Bias
AMBER [103] arXiv’'23 Nov. |Web 15,202 Dis & Gen AMBER Score v v v X
Manually a hid MSCOCO 170 el 3,000 Dis False Positive Rate v v v X
HallusionBench [72] CVPR’24 Unknown 1,129 Gen LLM Assessment X X X Model Diagnose
crafted by Ve X DeC [VEGrCeomeTS0T] 100 Gen  LLM-based CHAR v/ X X X
experts MERLIM [100] arXiv'23 Dec. |MSCOCO [70] 31,373 Dis Accuracy v X v Obj. Counting
FGHE [105] arXiv'23 Dec. jMSCOCO [70] 200 Dis Acc/P/R/F v v v Obj. Behavior
MOCHa [5] arXiv'23 Dec. J|Synthetic 2,000 Gen OpenCHAIR [5] v v X X
CorrelationQA [35]  arXiv'24 Feb. JSynthetic 7,308 Dis Acc/AccDrop X X X Model Bias
VQAv2-IDK [11] arXiv’24 Feb. JVQAwv2 [30] 6,624 Dis Acc X X X IK [11]
MHaluBench [13] arXiv’24 Feb. fMSCOCO [70] 1,860 Gen Acc/P/R/F v v X T2l
VHTest [46] arXiv’24 Feb. fMSCOCO [70] 1,200 Dis & Gen Acc v v X v
Hal-Eavl [53] arXiv’24 Feb. f:lcocglc[g 2[]70] & 10,000 Dis & Gen LLﬁzl:iz:mgznt v v v Obj. Event

Many benchmarks are sourced from MSCOCO and visual-Genome, which are usually included in current instruction tuning datasets.
HallusionBench manually crafted by human experts, is an ideal benchmark for the zero-shot evaluation.

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024



Multimodal Hallucination Metric & Benchmarks

HallusionBench: manually crafted by human experts, is an ideal benchmark for the zero-shot

evaluation with more diverse image types, haIIucmatlon types.
Visual Dependent

Illusion
Q0 (0%
® ‘0 |® (<]
.00. 0’0

Question:

Is the right orange circle the same size as the
left orange circle?

Is the right orange circle larger than the left
orange circle?

Is the right orange circle smaller than the left
orange circle?

Poster
[Htseew | | [

Question:

Does the image show "Beijing Roast Duck"?
Does the image show "Guangxi Roast
Duck"?

Question:

Math

Question:
According to parallel lines theorem, is angle 1 +
angle 2> 180 ?
According to parallel lines theorem, is angle 1 +
angle 2 =180 ?
According to parallel lines theorem, is angle I +
angle 2 < 180 ?

Flgure / Other

Question:
Are all the characters in this figure from the
manga series One Piece?

Are there any characters in this figure from the
manga series Detective Conan?

Video

According to the positive sequence images, does Homer Simpson disappear into the bushes?

According to the positive sequence images, does Homer Simpson come out of the bushes?

Homer Simpson disappears into the bushes. According to the positive sequence, are they in the correct order?
Homer Simpson comes out of the bushes. According to the positive sequence, are they in the correct order?

Visual Supplement

Table

Chart

No Visual No Visual
- @ == L4
Question: Question:
Does China have the most gold medals in In 2017, was Tencent the company with the
2008 beijing olympic? ) highest revenue from video games, with Sony as
?005:; ;]SA havIe the-m;)st gold medals in the second-highest earner?
eijing olympic? . ;
Does Russia have the most gold medals in i ?’ didrplegeneraic kishiepreyente
2008 beijing olympic? from video games compared to Google?
‘ No Visual ’
‘ G=6.67428 x10 " m’ kg™'s* ‘
No Visual
| G=6.6 928 x10 " m’kg™! s—2|
,-., Question:
X > ’\ ==& According to the image, does the value of
Question: Gravity constant 'G' range from 6.66 *

Based on the map, did the Democratic Party
win Texas in the 2020 elections?
Based on the map, did the Republican Party
win Texas in the 2020 elections?

107-11 to 6.68 * 10™-11?

According to the image, does the value of
Gravity constant 'G' range from 6.68 *
107-11 to 6.70 * 10™-11?

19

[1] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual lllusion in Large Vision-Language Models. CVPR 2024.



4 Multimodal Hallucination
Mitigation




Multimodal Hallucination Mitigation

Hallucinations
Mitigation

introduce Negative  Bo | RV.Instruction [1]
ata
Introduce Sounterfactual S || ciDoctor [2]
ata
Address Noises and

Scale-up Resolution [ Eagle [4], LLaVA-1.5 [5]
In-process- Versatile Vision

Training-related LLaVA-RLHF [8], RLHF-V

Mitigation [10]

Post-correction eyl P0OSt-hoC COIrection g Wooo[lgp]ecker

[1] Mitigating Multimodal Hallucination from an EOS
Decision Perspective. ACL 2024..

[2] HalluciDoctor: Mitigating Hallucinatory Toxicity in
Visual Instruction Data. 2023.

[3] ShareGPT4V: Improving Large Multi-Modal Models
with Better Captions. ECCV 2024..

[4] HallE-Switch: Controlling Object Hallucination in
Large Vision Language Models. 2023.

[4] Eagle: Exploring The Design Space for Multimodal
LLMs with Mixture of Encoders. 2024.

[5] Improved baselines with visual instruction tuning.
CVPR 2024..

[6] Vcoder: Versatile vision encoders for multimodal
large language models. 2023.

[7] Incorporating Visual Experts to Resolve the
Information Loss in Multimodal Large Language
Models. 2024.

[8] Aligning large multimodal models with factually
augmented rlhf. 2023.

[9 ] Woodpecker: Hallucination Correction for
Multimodal Large Language Models. 2023.

[10] RLHF-V: Towards Trustworthy MLLMs via Behavior
Alignment from Fine-grained Correctional Human
Feedback. CVPR 2024.
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Introduce Negative Data

LRV-Instruction is designed to include both positive and negative instructions for more

robust visual instruction tuning.

~ (Pos) Multi-Choice VQA

Q: Choose the correct statement about the weather
conditions in the image: (a) Cloudy and rainy, (b) Clear
blue sky, (c)Foggy and misty, (d) Snowy and cold

A: (b) Clear blue sky

(Pos) Object Attribute Detection

Q: Describe the girl's hair color and whether she is wearing
any accessory on her wrist.

A:The girl’s color is black and the she is wearing a bracelet
on her wrist.

(Pos) Visual Entailment
Q: Verify if this statement is correct: "There is a car parking

in the image."
A: True

(Neg) Nonexistent Object Manipulation

Q: Can you spot a hot air balloon above the tall tree?
A: There is no hot air balloon mentioned in the image.

(Neg) Knowledge Manipulation

Q: Was the youth employment rate in Ukraine gradually
decreasing from 2010 to 2015?
A: No.The youth employment rate in Morocco gradually
increasing from 2010 to 2015.

(Pos) Object Detection

Q: What objects are on toddler’s feet?
A: White socks

(Pos) OCR

Q: What is the number written on the lead
snowboarder?
A: The number is 88

(Pos) VCR

Q: What apfears to be the purpose of the green
street sign?
A: Giving directions or providing street name.

Results on MME Benchmark

(Neg) Existent Object Manipulation

Q: Is the woman in the blue pants and pink shirt
sitting on the floor?

A: There is no hot air balloon mentioned in the
image.

(Neg) Knowledge Manipulation

Q: Did Merkel arrive to the Los Angeles Get Out
The Vote Rally?

A:No, Hillary Clinton arrived to the Los Angeles Get
Out The Vote Rally in the image..

Backbone Perception  Cognition
Original MiniGPT4 616.41 232.71
Finetuned MiniGPT4 895.96 296.43
Original mPLUG-Owl 967.34 276.07
Finetuned mPLUG-Owl 1298.78 328.21
Backbone Acc(Pos) Acc(Neg)
Original MiniGPT4 0.53 0.54
Finetuned MiniGPT4 0.58 0.68
Original mPLUG-Owl 0.62 0.55
Finetuned mPLUG-Owl 0.69 0.78

[1] Mitigating hallucination in large multi-modal models via robust instruction tuning. ICLR 2024..
[2] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models.

22



Address Noises and Errors

Rewrite the text captions of existing image-text pairs in datasets by GPT4-V.

lack details or hallucinate

Young children standing on a platform waiting for a train to arrive. SEED
Adults and children watching a train slowly leave.
A family near a railroad track watching the train pass. LLaVA-Bench VizWiz
People waiting on a platform as a train pulls up.
A train station with a green chain on the tracks and children waiting for it to go by.

At a train station, a group of people, including both young children and adults, are
standing on a platform waiting for a train to arrive. The train is already present on the
tracks, partially visible on the right side of the image. Some of the people watch the train
closely, while others seem to be patiently anticipating its departure.

There is a total of eight individuals waiting for the train, with one child in the middle of
the platform and the others scattered around. A backpack can be found on the far left \ \
side of the platform, suggesting that someone may have set it down while waiting. i 5 3 68.2

D

ShareGPTAV: The image captures a moment at a train station. A green train is on the
tracks, moving away from the platform labeled "Platform 2". The train's motion is observed ;
by people standing on the platform, their attention drawn to the departing vehicle. 2 8 63.4

A red signal stands on the tracks, its vibrant color contrasting with the green of the train.
Signs are prominently displayed around the platform. One warns “Beware of Trains", a
cautionary reminder of the powerful machines that frequent these tracks. Another sign
advises "Please Use The Footbridge To Cross The Line. If You Require Assistance Please

QBench

Ask The Station Staff", guiding passengers to safely navigate the station. MMBench-CN MM-Vet

The sky above is a clear blue, providing a serene backdrop to the bustling activity of the 3

station. In the distance, trees can be seen, adding a touch of nature to this man-made B ShareGPT4V-7B @ LLaVA-1.5-7B
setting. The image is a snapshot of everyday life at a train station, capturing both its Qwen-VL-Chat-7B B InstructBLIP-7B

routine operations and its inherent charm.

J

(a) Comparison of Captions’ Quality (b) Comparison of Performance

[1] ShareGPT4V: Improving Large Multi-Modal Models with Better Captions. ECCV 2024. >3



Scale-up Resolution

Higher resolution generally results in lower degrees of hallucination.

Experiment Results from Eagle

Method ~ Unfreeze [Res. [#Tok(V) #Params FLOPs Img/Sec|Avg.
Original X 336 576 03B 119G 197.2 }616.5 e
Original v 336 576 03B 119G 197.2 }562.6 B .. _ ‘
Interpolate X |448] 1024 03B 214G 119.5 |589.7 o '
Interpolate v 448 | 1024 03B 214G ’
Interpolate v 6721 2304 0.3B 480G
Tiled-input v 672 2304 03B 476G
—— are shown below. There is a unit cost at Fels of $3.00 to cover the cost of
disposable syringes (ome for local anesthetic and one to obtain fat at each examina-
tion), local anesthetic, band-aids and shipping.
Unit -04 =05 -06
#Avg. Denotes the average score of 15 VLM Benchmarks Cost N Total N Total N Total
Fat cell size $209*% 220 $45,980 156 $35,864 94 $23,7172

(Mt. Sinai)

[1] Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. 2024.
24



More Vision Experts

Introducing additional vision encoders enhances the performance.

#Encoder IEncoder Combination Config #Params (M) FLOPs (G) Img/Sec] Avg.
2 ICL + CN X2 1155.2 3347.2 18.1 | 681.5
CL + CN + DI 1460.6 3659.9 15.1 §6854

3 CL+CN+S5A 1463.9 4657.8 8.8 690.4
CL+CN + PS 1669.6 4373.2 6.9 685.1
CL+CN+EV X3 1459.6 4280.9 9.1 690.7
CL+CN+EV + DI 1765.1 4593.6 8.3 688.0

4 CL+CN+EV+SA 1768.4 5591.5 5.9 689.4
CL+ CN+EV + PS X4 1974.1 5306.9 5.0 |]694.6

5 CL+ CN +EV + PS+ DI 2279.5 5619.5 4.7 684.7
CL+CN+EV+PS+SA X5 2282.8 66174 3.8 697.1

Experiment Results from Eagle

#Avg. Denotes the average score of 15 VLM Benchmarks

[1] Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. 2024.

CL: CLIP

CN: ConvNext
DI: DINOv2
SA: SAM

PS: Pix2Struct
EV: EVA-02
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Training-related Mitigation: RLHF-V

Collect human feedback in the form of fine-grained segment-level corrections.

Propose DDPO to optimizes the policy model against dense and fine-grained segment-

level preference.

Prompt: Please describe
the image in detail.

MLLM outputs

A o The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

o The image features a large clock

tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

Fine-grained Correctional
Human Feedback

The image shows a clock tower ...
The clock reads approximately
15:26 ... There are also some flags
flying in the top right corner of the
image ... There are trees in the
background behind the buildings...

The image features a large clock
tower with a clock face on its front
side ... The clock on the tower
displays the time as 15:26. There
are red, green, yellow and blue
flags, adding a festive touch ...

s

Dense Direct Preference
Optimization (DDPO)

Final MLLM

=

(1) Human Feedback Collection

(2) Human Preference Learning ———|

[1] RLHF-V: Towards Trustworthy MLLMs via Behavior Alignment from Fine-grained Correctional Human Feedback. CVPR 2024..
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Post-hoc Correction

Woodpecker is training-free general framework for hallucination correction. It

incorporates expert models to supplement contextual information of the image and

crafts a pipeline to correct hallucinations step by step.

Query: Describe this image.

MLLM Output

The scene takes place in an urban area, where a bicycle is

parked next to a trash bin. The bicycle is situated on the right
side of the image, with its front wheels slightly turned.

There are several other people in this area, walking and
standing around at various distances from the trash bin.

Key Concept Extraction

bicycle; trash bin; person

Question Formulation
How many bicycles are there in the image?

What is next to the trash bin?
Where is the trash bin located?

Visual Knowledge Validation
bicycle: [0.467, 0.555, 0.717, 0.746]
a recyéiing bin

in front of the building

Visual Claim Generation

Object-level:

There is 1 bicycle. bicycle 1: [0.467, 0.555, 0.717, 0.746]
There are 2 trash bins. trash bin 1: [0.145, 0.498, 0.321, 0.728] ;

trash bin 2: [0.319, 0.497, 0.483, 0.729]
There is no person.

Attribute-level:
trash bin 1: [0.145, 0.498, 0.321, 0.728]

A recycling bin is next to the trash bin.

trash bin 2: [0.319, 0.497, 0.483, 0.729]
A recycling bin is next to the trash bin.
A bicycle is next to the trash bin.

The trash bin is located in front of the building.

The scene takes place in an urban area, where a bicycle
([0.467,0.555,0.717,0.746]) is parked next to two trash bins

([0.145,0.498,0.321,0.728]; [ ]). The
bicycle is situated on the right side of the image, with its front

Experiment results on MME

Model | w/ Total
correction

LLaVA | No 421

LLaVA | Yes 565

Otter No 448

Otter Yes 571

I There are no people in this area. I Z

[1] Woodpecker: Hallucination Correction for Multimodal Large Language Models. 2023.
[2] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models. 2023.
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s« Future Directions of MLLM Hallucinations

-- Establishing Standardized Benchmarks

x  Easy to use, fair, free-form, cheap

-+~ Reframing Hallucination as a Feature

X [t’s only when the dreams enter deemed factually incorrect territory that we label
them as hallucinations'

* Double-edged sword / Creation / Hallucination
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Any questions? g

You can find me at:



mailto:fl3es@umd.edu
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