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Comprehension & Generation

Differences between Comprehension and Generation

(1) Comprehension is a "many-to-one” paradigm (2) Generation is an ”One-to-one” paradigm

Dog

What is it?

Comprehension

Generation

Generate a dog according to descriptions!

description3

*Inputs and outputs are matched one-by-one.

Example: Example:

description1 description2



Today’s benchmarks are challenging but still fail to systematically reflect 
MLLMs’ synergy in/across comprehension and generation.

MMT-Bench Benchmark 



Level 1 (not scored)

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

Task Bank (Updatable)

Comprehension Generation

Language



Task dispatcher is NOT synergy

8

Query

LLM

as

Scheduler

Specialist 1

Specialist 2

Specialist N

Answer

ViperGPT: Visual Inference via Python Execution for Reasoning. ICCV’23

Visual Programming: Compositional visual reasoning without training. CVPR’23



Comprehension & Generation

FSC147

CARPK

TextOCR

CIFAR-100

Flickr30k

COCO-caption

NYUv2

AM-2K

OCHuman

MS COCO

RefCOCO

RefCOCO+

PASCAL VOC 2012

Comprehension

Generation

MM CelebA-HQ

Imagenet

MSCOCO

CUB

Comprehension

Generation

BSD100

Set14

urban

Visual Genome

Example:

Example:

Cityscapes

Scribble SketchyCOCO

Manga109COCO-Stuff

# Are there elephants 
in the image?

# Yes

# Is the answer 
to the above 
question 65?

# Yes

# Segment out 
the dog from 
the image.

# Describe the photo.
# A child in a purple 
outfit is seated on a 

chair.

# Please generate a 
video where a dog run 
past a car on the 
street in the snow.

# Swap out the 
background of 
the video for a 
snowy scene.

# Generate a picture 
about burning fire.

ADE20K

MVTecAD

GQA

VQAv2

VizWiz

OKVQA

DocVQA

Places2

CelebA-HQ FFHQ

PIE-Bench VITON-HD Cityscapes

ADE20KLOL

SIDD GoPro

HIDE

RefCOCOg



NLP



Level 1

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

Comprehension Generation



Level 1: Specialist

Stable Diffusion (Text-to-image) SAM (Segmentation)

Examples for the framework of specialist models. 
They are specially designed/fine-tuned for specific tasks.
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r Mask decoder

Prompt encoder

Box …Point

Im
a
g
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Diffusion process

Denoising process

Im
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Level 1: Specialist



Level 1

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

Comprehension Generation

S2 =
1

M+ N
෍

i=1

M+N

σi



Level 2: Unified C and G

Flamingo [58]

Examples for the framework of unifying  C and/or G.

（QA: Text+image)

Image decoder

Large Language model

Image encoder
Image encoder

Large Language model

MM-Interleaved[68]

（QA: Text+image; Text-to-image, image editing)

✓
✓

✓

Text Image

ImageText

Unified comprehension Unified comprehension and Generation
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The score of Level 2
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Level 1

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

S3 =
1

M + N
෍

i=1

M+N

ቊ
σi, σi ≥ σi

sota

0, else

Comprehension Generation
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The score of Level 3



Level 1

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

S4 =
2SGSC
SG + SC

, where

SG =
1

M
෍

i=1

M

ቊ
σi, σi ≥ σi

sota

0, else
,

SC =
1

N
෍

j=1

N

൝
σj, σj ≥ σj

sota

0, else

Comprehension Generation
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The score of Level 4



Level 1

Level 2

Level 3

Level 4

Level 5

Models are task-specific players

Models are task-unified players

Models are task-unified players, and 
synergy is in C and G

Models are task-unified players, and 
synergy is across C and G

Models are task-unified players, 
and synergy is across C, G, and L

S5 = S4 ∗ wL, where wL =
SL
100

,

SL =
1

T
෍

k=1

T

ቊ
σk, σk ≥ σk

sota

0, else

Comprehension Generation

Language



Level 5: Total Synergy

Language🔥Text

Imag
e

Audio

Video

This is our goal!

Text

Video

Imag
e

Audio

Comprehension Generation

Synergy

Scene Scene



Level Definition Score Example

1: Specialist Models are task-
specific players

N. A. Dino, polygon-
former, SegCLIP

2:Unified C and G Models are task-unified 
players

S2 =
1

M+ N
෍

i=1

M+N

σi
miniGPT4, 
NextChat

3: Synergy in C 
and G

Models are task-unified 
players, and synergy is 

in C and/or G  

S3 =
1

M+ N
෍

i=1

M+N

ቊ
σi, σi ≥ σi

sota

0, else

GPT4v, GPT4o, 
LLaVA1.5-7b, Qwen-VL-

Pius, InternVL, MoE-
LLaVA-1.8B-4e, Yi-vl, 
SEED-LLaMA-14B-SFT, 

Osprey, GlaMM

4: Synergy 
across C and G

Models are task-unified 
players, and synergy is 

across C and G  

S4 =
2SGSC
SG + SC

, where

SG =
1

M
෍

i=1

M

ቊ
σi, σi ≥ σi

sota

0, else
,

SC =
1

N
෍

j=1

N

൝
σj, σj ≥ σj

sota

0, else

miniGemini-7B, 
Emu2-37B, 

Vitron,Next-
GPT,LaVIT-V2-7B, 

SHOW-O, Claude3.5
Chameleon,
PaliGemma, 
Transfusion

5: Total Synergy
Synergy across

C, G, and L 

Models are task-unified 
players, and synergy is 

across C, G, and L  

S5 = S4 ∗ wL, where wL =
SL
100

,

SL =
1

T
෍

k=1

T

ቊ
σk, σk ≥ σk

sota

0, else

None, this is 
our goal!

Table1. The roadmap to L5 MM Generalist
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Climbing: L3->L5

⊹ Most are <=L3

⊹ Why? 

× Comprehension: V-token to lose info to match T-token

× Generation: V-token must preserve info

× V-Language != T-Language

× V-Generation != T-Generation

24



⊹ Conflicting objectives

Auto-Encoding Morph-Tokens for Multimodal LLM. ICML’24 spotlight

Comprehension and Generation Inconsistency



⊹ Spatial visual tokens are just word spelling, not language

Noam Chomsky

1928-present

A man

A [old white] man

A [old white] man [with white hair]

A [old white] man [with white hair] [in black clothes]

Recursive Syntax

…
 … T1 T2

T3 T4

Whole image is

“spelled” as 

T1 T2 T3 T4

Not 

recursive

A furry dog sitting in a striped sofa.

Challenge 1: Language (V) ≠ Language (L)



Code
…

…

Prompt Param. Transformer

Address

55 AE 40 2F

Next-token

Vision

(Diffusion)

Language

(AutoReg)

𝒑 𝒙𝟎 ∆𝒙𝟎 = 𝒑(𝒙𝟏)∆𝒙𝟏 𝒑 𝒙𝟏 ∆𝒙𝟏 = 𝒑(𝒙𝟐)∆𝒙𝟐 𝒑 𝒙𝟐 ∆𝒙𝟐 = 𝒑(𝒙𝟑)∆𝒙𝟑

Prob. Mass

Transformation

Turing

Symbolic

Reasoning

Training objectives never align 

? ? ?

the cause of transformation?

Prob. mass 

conservation

Challenge 2: Generation (V) ≠ Generation (L) 



Road to L5 MM Generalist

Thank you

https://path2generalist.github.io

https://path2generalist.github.io/
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