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Comprehension & Generation

(1) Comprehension is a "many-to-one” paradigm

Example:

What is it?

Comprehension

Dog

(2) Generation is an “One-to-one” paradigm

Example:
Generate a dog according to descriptions!

*Inputs and outputs are matched one-by-one.

Differences between Comprehension and Generation



Today’s benchmarks are challenging but still fail to systematically reflect
MLLMSs’ synergy in/across comprehension and generation.
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Task Bank (Updatable)

Models are task-unified players,
and synergy is across C, G, and L
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Task dispatcher is NOT synergy

Specialist 1
Specialist 2
LLM
Query ——» as » Answer

Scheduler °®
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Specialist N

ViperGPT: Visual Inference via Python Execution for Reasoning. ICCV'23
Visual Programming: Compositional visual reasoning without training. CVPR'23



Comprehension & Generation
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NLP
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Models are task-unified players,
and synergy is across C, G, and L
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Level 1: Specialist

Point Box

SAM (Segmentation) [ Stable Diffusion (Text-to-image)

Examples for the framework of specialist models.
They are specially designed/fine-tuned for specific tasks.



Level 1: Specialist
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Models are task-unified players,
and synergy is across C, G, and L
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‘ Level 2: Unified C and G

Unified comprehension Unified comprehension and Generation
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Examples for the framework of unifying C and/or G.



The score of Level 2
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Models are task-unified players,
and synergy is across C, G, and L
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The score of Level 3
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Models are task-unified players,
and synergy is across C, G, and L
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The score of Level 4

Level 4

{LavITAvV20

NEXT-GPT

miniGemini-78

s'lfﬁ’jmslustun

20 25 30 35
Score

40

45

50

55

60

20



Models are task-unified players,
and synerqgy is across C, G, and L
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This is our goal! Level 5: Total Synergy
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Upgrade

1: Specialist

Models are task-
specific players

2:Unified Cand G Models are task-unified

3: Synergy in C
and G

4: Synergy
across C and G

5: Total Synergy
Synergy across
C,G,and L

players
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in C and/or G

Models are task-unified
players, and synergy is
across C and G

Models are task-unified
players, and synergy is
across C, G, and L
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Tablel. The roadmap to L5 MM Generalist
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None, this is
our goal!



Climbing: L3->L5

Most are <=3

Why?
Comprehension: VV-token to lose info to match T-token
Generation: V-token must preserve info
V-Language != T-Language

V-Generation I= T-Generation

24



Gen. Perf. 1

Comprehension and Generation Inconsistency

Conflicting objectives
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Challenge 1: Language (V) # Language (L)

Spatial visual tokens are just word spelling, not language

A man

Whole image is
“spelled” as
T1T2T3T4

A [old white] man

A [old white] man [with white hair]

A [old white] man [with white hair] [in black clothes]

Noam Chomsky
1928-present

Recursive Syntax

A furry dog sitting in a striped sofa.




Challenge 2: Generation (V) # Generation (L)
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Thank you

https://path2generalist.qithub.io
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