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Overview of MLLM Architecture

® Preliminary Idea: Intelligence over Language

Eg Due to the scaling law, emetgent phenomena have extensively alteady occurred in language-based LLMs.
Eg These LLMs now generally possess very powertul semantic understanding capabilities.

Eg This also implies that language is a crucial modality for carrying intelligence.
]

lanquage



Overview of MLLM Architecture

® Preliminary Idea: Language Intelligence as Pivot

@ Given this premise, CURRENT as the core

decision-making module (i.e., the brain or central processor).

@ By adding additional external non-textual modality modules or encoders, LLMs are enabled with
multimodal perceptual/operation abilities.
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Overview of MLLM Architecture

® Architecture-l: LLM as Discrete Scheduler/Controller

@ The role of the LLM is to receive textual signals and instruct textual commands to call downstream modules.

Key feature:

All message passing within the system, such as “multimodal encoder to the LLM~ or “LLM to
downstream modules” | is facilitated through pure textual commands as the medium.
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Overview of MLLM Architecture

Architecture-l: LLM as Discrete Scheduler/Controller
Representative MLLMs:

Visual-ChatGPT
HuggingGPT

MM-REACT mmmmmmmmmssmommmemeee -

downstream
module

lee.r'GPT downstream
AudioGPT module
LLaVA-Plus
downstream lldownstream
module module
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Overview of MLLM Architecture

® Architecture-l: LLM as Discrete Scheduler/Controller
Visual-ChatGPT

User éuery

please generate a red
Iflower conditioned on
‘the predicted depth of|
"~ this image and then
make it like a cartoon,
step by step

v

&

Manager

A

ChatGPT

Prompt |

(Visual Foundation Models)

“A
‘| @

Stable P :
Diffusion | X2F X

ControINet Detectlon

Iterative Reasoning

e

Outputs

i@ Here you are.
What else
can | help
you?

HuggingGPT

[ (@) x % HuggingGPT

Can you describe this picture and count how
many objects in the picture?

P——— v
A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '+
, &% and /¥
models, | get the results for you.

I Task
Planing

IV Response
Generation

Prediction

Prediction

~  HuggingFace

IIT Task Execution

~ nlpconnet/
vit-gpt2-image-captioning

~ facebook/
detr-resnet-101 |

[1] Visual ChatGPT: Talking, Drawing and Editing with Visual Foundation Models. 2023
[2] HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face. 2023
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Overview of MLLM Architecture

Architecture-Il: LLM as Joint Part of System

@’ The role of the LLM is to perceive multimodal information, and react by itself, in an structure of

Encoder-LLM-Decodet:

Key feature:

LILM is the key joint part of the system,
delegating instruction to decodets/generators in a more smooth mannet.

'I' Encoder \‘ Core 'I, Decoder

: | i

: Text ﬁl : Text

I ! :

I : ]

i Multimodal Multimodal ! N Multimodal Multimodal
\  Signals | = ] Decoder Outputs

\ / \

\\ _______________________ " \\ _______________________

N e e e
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Overview of MLLM Architecture

® Architecture-ll: LLM as Joint Part of System °c©0
~ 96% MLLMs belong to this category.

More promising

Generator |

[1] A Survey on Multimodal
Large Language Models.
https://qithub.com/BradyFU/A
wesome-Multimodal-Large-
Lanquage-Models, 2023.

____________
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https://github.com/BradyFU/Awesome-Multimodal-Large-Language-Models

Multimodal Encoding

Visual (Image&Video) Encoder

CLIP-ViT is the most popular choice for vision-language models.
Advantages:

Providing image representations well aligned with text space.

Scale well with respect to parameters and data.

82.0

~ o)
© o
o o

zero-shot accuracy (%)
>
o

74.0 EVA-CLIP
DFN5B-CLIP

72.0 OpenCLIP
InternVL-C

70.0 =—— ; , , II—
1.0 1.3 2.5 5.0 8.0 14.018.0

model parameters (log-scale)



Multimodal Encoding

Visual (Image&Video) Encoder
CLIP-ViT is the most popular choice for vision-language models.

Limitations:

Fixed low-resolution (224x224 or 336x330) in square shape
High-resolution perception is essential, especially for OCR capability!
High-resolution Multimodal LI.Ms

Image slice-based: GPT-4V, LLaVA-NeXT, MiniCPM-V 2.0/2.5,
LLaVA-UHD, mPLUG-DocOwl 1.5, SPHINX, InternLM-
XComposer2-4KHD, Monkey

Dual branch encoders: CogAgent, Mini-Gemini, DeepSeek-VL,
LLaVA-HR

ViT-free: Fuyu, OtterHD

14



Multimodal Encoding

Non-Visual Encoder

Audio:
HuUBERT
Whisper
BEATSs

3D Point:
Point-BERT

15



Multimodal Encoding

Unified Multimodal Encoder
ImageBind:

Embedding all modalities into a joint representation space of Image.

Well aligned modality representations can benefit LLM understanding

w ‘))) ))) ——— Naturally Aligned

. IMAGEBIND
Images Videos Text Audio Depth Thermal IMU ~— Emergent Alignment \ ]
Web Image-Text [As]| BB Depth Sensor Data Web Videos o{) Thermal Data Egocentric Videos »» |—-|
I e . — - B—{4]
- % \

'
"

Vo
" 1

\ N i

\ i

\ “

\ !

‘e

\ /

Sheep basking in the sun

[1] ImageBind: One Embedding Space To Bind Them All. 2023
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Multimodal Encoding

® Unified Multimodal Encoder
LanguageBind:
Embedding all modalities into a joint representation space of Language.

Well alighed modality representations can benefit LLM understanding

Contrastive Multi-modal Joint Learning
Learning
1 \ Language
.. Binding
|
~  Text Video ' Infrared ' Depth ' Audlo ' ...... '
.Encodcr .Encoder .‘A’ [ﬁlEncoder “A’ Encoder | \¢ &Encodcr .t" Encoder g LoRA
0.
[ t 1 1 1 Fine-tuning
t T () ) t Token
Maski
1 t t t t ekine
[ Tokenizer l l Patch Embeddmg
i 1
aman is usin BA Modalit
specializ dmlmpulll & odality
ha dcmflud crocodile -.* """ Extending
Icather shocs |22 4
Language @ Video I:‘.j Infrared @ Depth @ Audm N-th modality
Language Encoder Multi-modal Encoders EI Iiialized T LaRA W Trainsble (3 Frozen

[1] LanguageBind: Extending Video-Language Pretraining to N-modality by Language-based Semantic Alignment. 2023
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Multimodal Signal Tokenization

® Tokenization

SEED

SD Decoder i )
Generation Embeddings SEED De-Tokenize

DR[| B | | — Reconstruct -«
N :

g Reverse Q-Former

g HEE-EE FE-EE..

< Learned Queries | T Causal Codes T,

lg 4] Reconstruct
Codebook .

L. ...+ ---------- Contrastive ---- Text Embeddings
4 Causal Embeddings

o

Causal Q-Former

) ~
= € t t Y
% _, ViT Encoder . . .. Text Encoder
(=
2 ' Learned Queries T
(@]
SEED Tokenize “A dog sits on the grass”

[1] Planting a SEED of Vision in Large Language Model. 2023



Multimodal Signal Tokenization

Tokenization
AnyGPT

ANYGPT

''''''''
.....
......................
,,,,,,,,
.t L
® "y
2 »

<sos> & Speechtokens <eos> Texttokens  <soi> 7 Imagetokens <eoi> <som> @ Musictokens <eom>

speech T image music
tokenizer ity tokenizer tokenizer
s\ i/
= text J3

speech image music

[1] AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. 2023
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Multimodal Signal Tokenization

Tokenization
VideoPoet

bidirectional attention prefix

| VideoPoet (LLM)

(<bos>|<task>)<bot_i>| text tokens J<eot_i>[<bov_i>( visualtokens  Y<eov_i>J<boa_i>( audio tokens J<eoa_i>J<res>)

t5 MAGVIT-v2 Sound
Stream
encoder encoder
encoder

An astronaut starts dancing
on Mars. Colorful fireworks
then explode in the background.

text

depth & croped or
optical flow | | masked video

[1] VideoPoet: A Large Language Model for Zero-Shot Video Generation. 2023 20



Multimodal Signal Tokenization

Visual (Image&Video) Tokenization in Codebook
Represent multimodal signals as discrete tokens in a codebook

Advantages: support unified multimodal signal understanding and generation
in an auto-regressive next-token prediction framework

More commonly used in image synthesize
Parti
Muse (parallel)
MaskGIT (parallel)

Representative Multimodal LLMs
Gemini
CM3
VideoPoet

21



Multimodal Signal Tokenization

Audio Tokenization

SpeechTokenizer  +RVQ-VAE

ns ic tokens Unified tokens
Q Q,
t

Decoder

NAR concat — —
( T 0000 Q000 T ) 0000
/SﬂIldsmam\/HuBERT OOOO‘I T
Encodec W2VBERT SpeechTokenizer +
AR
e ;

(b) Unified Speech Language Model

(a) Different Speech Tokens
| © Content, Timbre, ... () Content Timbre, ...

SoundStream +RVQ-VAE

Training
Receiver
|||I T Decoder I]:|

JAN

Inference

[1] SpeechTokenizer: Unified Speech Tokenizer for Speech Large Language Models. 2023
[2] SoundStream: An End-to-End Neural Audio Codec. 2021



Input-side Projection

® Methods to Connect Multimodal Representation with LLM

Projecting multimodal (e.g., image) representations into LLLM semantic space

Linear projection: LLaVA, MiniGPT-4, NExT-GPT

Two-layer MLP: LLaVA-1.5/NeXT, CogVLM, DeepSeek-VL, Yi-VL B e

____________

Perceiver Resampler: Flamingo, Qwen-VL, MiniCPM-V, LLaVA-UHD —\E:

—————————————

____________

Learnable Queries

Q-Former: BLIP-2, InstructBLIP, VisCPM, VisualGLM

LLM
MH-Attn

C-Abstractot: HoneyBee, MM1

""""""""

____________



Input-side Projection

® Some Insights

Different papers have different conclusions about other projection methods.
Two-layer MLP is better than linear projection. (LLaVA)

Linear projection is more useful than Q-former layers. (MiniGPT-4)

Method LLM Res. ‘ GQA MME MM-Vet

InstructBLIP 14B 224 ‘ 495 1212.8 256

Only using a subset of InstructBLIP training data

0 LLaVA 7B 224 | - 502.8 23.8 Q-Former

1 +VQA-v2 7B 224 | 47.0 1197.0 27.7 e VgilT

2  +Format prompt 7B 224 | 46.8 1323.8 263

3 +MLP VL connector 7B 224 | 473 13552 278 Nodal AOKVOA GOA

4 +OKVQA/OCR 7B 224 | 50.0 1377.6 29.6 MimGPTA 52 22
(a) MiniGPT-4[w/o Q-Former | 56.9 33.4
(b) MiniGPT-4 + 3 Layers 49.7 31.0
(c) MiniGPT-4 + Finetune Q-Former 52.1 28.0

[1] Improved Baselines with Visual Instruction Tuning. 2023
[2] MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models. 2021



Backbone LLMs

Open-source Language-based LLMs

Flan-T5

LLaMA

Alpaca

Vicuna

LLaMA-2
GLM
Qwen

Skywork

3/11
713

7

713
713
2/10
1.8/7/14
13

1.4
1.4
2
0.4
3
3.2

Oct-2022
Feb-2023
Mar-2023
Mar-2023
Jul-2023
Oct-2022
Sep-2023
Oct-2023

en, fr, de
en

en

en

en

en

en, zh

en

Encoder-Decoder

Decoder
Decoder
Decoder
Decoder
Decoder
Decoder

Decoder

[1] A Survey of Large Language Models. https.//qithub.com/RUCAIBox/LLMSurvey, 2023
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Decoding-side Connection

® Message passing via 1) discrete token of language

Representative MLIMs:

Visual-ChatGPT
HuggingGPT
GPT4Video
MM-REACT Text Multimodal
ViperGPT Response Decoder
ModaVerse
Vitron

Text

== Multimodal
Content

Pros: Cons:

High performance lower-bound Loss of end-to-end tuning capabilities.
More Efficient, i.e., without tuning Performance upper-bound is limited, i.e., some multimodal
signals cannot be optimally conveyed through text).

[1] Visual-ChatGPT: Talking, Drawing and Editing with Visual Foundation Models. 2023

[2] HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face. 2023

[3] ModaVerse: Efficiently Transforming Modalities with LLMs. 2024 26
[4] VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024



Decoding-side Connection

Message passing via 2) continuous embedding

Passing the message from LLM to downstream decoders via soft embeddings,

i.e.,.signal tokens
. Text
Merits
Capable of end-to-end tuning, resulting in more Multimodal ,
L . . Multimodal
efficient instruction transmission Decoder
Content

More able to convey various multimodal signals

embeddings of
signal tokens

that text alone cannot express, e.g.,

the numeration of vision

the visuaispatial relational semantics

[1] Generating Images with Multimodal Language Models. 2023

[2] NEXT-GPT: Any-to-Any Multimodal LLM. 2023 >7



Decoding-side Connection

® Message passing via 1) discrete token of language

Instructiorr There were originally 7 apples on the table, but | ate one. Then, how many apples are /e
now? Please generate a picture to describe the result.

Response: Sure, I'd be happy to help you understand the process and results.

Based on your statement, “There were originally 7 apples on the table, but I ate one”, I inferred that there are now 6
apples left on the table.

To visualize this, I used a text-to-image model to generate an image based on your description. The model I used is
called ‘runwayml/stable-diffusion-v1-5°, which is currently the only available model for this task. The image
generated can be found at the following path: ‘/images/ec4d.jpg’.

Please note that the image is a representation of the text and may not be 100% accurate. If there’s anything else you
need, feel free to ask!

HuggingGPT

. "_ {Intermedia Caption: 6 apples left on the table}

[1] NEXT-GPT: Any-to-Any Multimodal LLM. 2023 o8



Decoding-side Connection

Message passing via 2) continuous embedding

Instructiorr There were originally 7 apples on the table, but | ate one. Then, how many apples are /e
now? Please generate a picture to describe the result.

Response: Certainly! In the end, you have the following outcomes: 6 apples on the table.

NExT-GPT

[1] NEXT-GPT: Any-to-Any Multimodal LLM. 2023 29



Decoding-side Connection

® Message passing via 3) codebooks

LLM generates special tokens id,dalebooks to downstream (visual) decoders .

: Text
Merits

([ J

([ ]
Capable of end-to-end tuning for higher @ de-fokenize Multimodal )

pane o 50T - Multimodal

efficiency in command transmission ® Decoder

. Content
Better at expressing various multimodal signals multimodal

codebooks .

that cannot be captured by text alone embeddings

Supports autoregressive multimodal token
generation

[1] Unified-10 2: Scaling Autoregressive Multimodal Models with Vision, Language, Audio, and Action. 2023

[2] LVM: Sequential Modeling Enables Scalable Learning for Large Vision Models. 2023

[3] AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. 2024 30
[4] VideoPoet: A Large Language Model for Zero-Shot Video Generation. 2024



Multimodal Generation

® Text Generation

LLMs naturally support direct text generation

via e.q., BPE decoding, Beam search, ...

Paris is the LLM > logits =L probabilities
c;ty soe soptmax
input text odel = Bloom O'P | ] O.SS?
! trot [ 0.55
Parsfslfrelety) were - 100
tokenizer = —— 0.0¥3

- . with ]
(1652 [5[4a]1#) ~ 0 5 0%¢

token ids




Multimodal Generation

Generation via Diffusion Models

Visual (Image/Video) Generator

Image Diffusion
Video Diffusion

Audio Generator

Speech Diffusion
AudioDiffusion

[1] NEXT-GPT: Any-to-Any Multimodal LLM. 2023

Image Output 3 3 :Ol
/ Projection 6 N

Audio Output
Projection “

Video

Video Output
Diffusion

Projection ;

-
-
-
Fd
s
4
’
)
| .
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Multimodal Generation

Generation via Codebooks

Visual (Image/Video) Generator

VQ VAE + Codebooks % ]
VQ—GAN + Codebooks Unified-10 2 |- _%E

Audio Generator

SpeechTokenizer + Residual Vector Quantizer

SoundStream + Residual Vector Quantizer

[1] Unified-10 2: Scaling Autoregressive Multimodal Models with Vision, Language, Audio, and Action. 2023 33



Multimodal Generation

® Generation via Codebooks

Encoder

Decoder

= RHxWxC

VQGAN in

Conv2D — RHEXWxC’

Stable-diffusion

mx { Residual Block, Downsample Block} — R*wxC”
Residual Block — Rh*wxC”

Non-Local Block — RhxwxC”
Residual Block — RAxwxC”

e 64X64 X3 or32X32X4

GroupNorm, Swish, Conv2D — Rhxwxn,

Zq c ]thwxn,

Conv2D — RAxwxC”

Residual Block — R#*wxC”
Non-Local Block — R xwxC”

Residual Block — RhxwxC”
mx { Residual Block, Upsample Block} — R#*W xC’
GroupNorm, Swish, Conv2D — RH*WXx c

Table 7. High-level architecture of the encoder and decoder of our VOGAN. The design of the networks follows the architecture presented
in [25] with no skip-connections. For the discriminator, we use a patch-based model as in [28]. Note that h = 2%, w= zﬂm and f = 2™.

real/fake

,-I|I|"l|._ 6]

Transformer

p(s) = [1; p(sils<)

CNN
Discriminator

. N CNN
argmincz |2 — z|| Decoder
-

quantization

[
- ’

Figure 2. Our approach uses a convolutional VQGAN to learn a codebook of context-rich visual parts, whose composition is subsequently
modeled with an autoregressive transformer architecture. A discrete codebook provides the interface between these architectures and a
patch-based discriminator enables strong compression while retaining high perceptual quality. This method introduces the efficiency of
convolutional approaches to transformer based high resolution image synthesis.

Model

VQ-VAE

VQGAN

VQ-Diffusion

Latent Diffusion
(VQ-reg)

Stage-1
(latent space
learning)

VQ-VAE

VQGAN
(VQ-VAE + GAN +
Perceptual Loss)

VQ-VAE

VAE or VQGAN

Latent Space

Discrete
(after quantization)

Discrete
(after quantization)

Discrete
(after quantization)

Continuous
(before quantization)

Stage-2
(prior learning)

Autoregressive
PixelCNN

Autoregressive
GPT-2 (Transformer)

Discrete Diffusion

Continuous Diffusion

34






Overview of Modality and Functionality

® Modalities

+~— document/table *

— (I> code

~_ T
\ f/?} graph

spectrogram 36

Languaget Vision -.




2 O | f Modali dF | I
5,2 Overview ot IViodality and Functionality
Modality (w/ Language)
Image Video Audio 3D
Flamingo, Kosmos-1, Blip2, mPLUG-Owl,  VideoChat, Video- AudioGPT, SpeechGPT,  3D-LLM, 3D-GPT,
Mini-GPT4, LLaVA, InstructBLIP, ChatGPT, Video- VIOLA, AudioPalLM, LL3DA,
VPGTrans, CogVLM, Monkey, Chameleon, LLaMA, PandaGPT, SALMONN, MU- Spatial VLM,
Otter, Qwen-VL, GPT-4v, SPHINX, Yi- MovieChat, Video- LLaMA, ... PointLLM, Point-
VL, Fuyu, ... LLaVA, LLaMA-VID, Bind, ...
. Momentor, ...

Input-side (o 0| ise] GPT4ROT, LTON, MiniGPT-  [Pixel-wise] P6-

Perceiving v2, NExT-Chat, Kosmos-2, GLaMM, Video-LLaVA, Merlin,
LISA, DetGPT, Osprey, PixelLM, ... MotionEpic, ...
Video-LLaVA, Chat-UniVi, LLaMA-VID _
Panda-GPT, Video-LLaMA, AnyMAL, Macaw-LLM, Gemini, VideoPoet, ImageBind-LLM,
LLMBind, LLaMA-Adapter, ...
GILL, EMU, MiniGPT-5, DreamLLM, GPT4Video, Video- AudioGPT, SpeechGPT,

o LLaVA-Plus, InternLM-XComposer?, LaVIT, VideoPoet, ... VIOLA, AudioPalL M, ...
Perceiving SEED-LLaMA, LaVIT, Mini-Gemini, ...
+
. Ting [Pixel-wise] Vitron

NExT-GPT, Unified-IO 2, AnyGPT, CoDi-2, Modaverse, ViT-Lens, ...



Multimodal Perceiving

® Image-perceiving MLLM

Flamingo,
Kosmos-1,
Blip2, mPLUG-OwI,
Mini-GPT4, LLaVA,

l g’ Encode input images with external image encoders, generating
InstructBLIP, Otter, LILM-undetstandable visual feature, which is then fed into the
VPG Trans LIM. LIM then interprets the input images based on the input
Chameleon text instructions and produces a textual response.

Qwen-VL, GPT-4v,

SPHINX,

[1] Flamingo: a Visual Language Model for Few-Shot Learning. 2022

[2] Language Is Not All You Need: Aligning Perception with Language Models. 2023

[3] BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models. 2023

[4] MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models. 2024 38



Multimodal Perceiving

Image-perceiving MLLM

Vision-and-Language : Vision-to-Language
Representation Learning | Generative Learning

3 Image Q-Former m !
i —-

ll Encoder Querying Transforme:

;

Blip2

! Love is like a sunset, it's
! hard to see it coming but
! when it does it’s so beautiful. |
i

i

i

i

i

i

i
|

i

|

|

1

|

|

|

|

|

Write a romantic message |

|

_D 0-00 Text §
|

that goes along this photo.
Queries

Bootstrapping Pre-trained
Image Models

Bootstrapping Pre-trained
Large Language Models (LLMs)

Flamingo

Output: text
. Pretrained and frozen

™ i
® a very serious cat.

Trained from scratch

‘ ] n-th GATED XATTN-DENSE
Perceiver Perceiver :
Resampler Resampler

1st GATED XATTN-DENSE
Processed text T
| <image> This is a very cute dog.<image> This is
Interleaved visual/text data ’
&
. This is a very cute dog. This is

[1] Flamingo: a Visual Language Model for Few-Shot Learning. 2022

LLGVA Language Response X, ’ ’ .

Language Model f¢

Projection W'

Visiem [Eneests Xv Image Xq Language Instruction

.« . —— o e o o = -~
M I n | _GP l 4 (The logo design is simple and minimalistic, with a pink line drawing of a flamingo

standing on one leg in the water. The design is clean and easy to recognize, making it '
| suitable for use in various contexts such as a logo for a beach resort or a flamingo- I
themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to I
the design, making it memorable and eye-catching. Overall, it's a well-designed logo
\ that effectively communicates the brand's message. ]

. »
Vicuna

[2] BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models. 2023

[3] Visual Instruction Tuning. 2023

39

[4] A Survey on Multimodal Large Language Models. https://qithub.com/BradyFU/Awesome-Multimodal-Large-Lanquage-Models, 2023.



https://github.com/BradyFU/Awesome-Multimodal-Large-Language-Models

Multimodal Perceiving

¢ Im d ge- pe rCE|V| n g MLLM @ Unlike all other existing image-oriented MILLMs, Fuyu

processes image information without a frontend image
encodet, and instead

Fuyu

] @ @ {Fuyu] [persimmon

Input image

Fuyu

Transformer Decoder

- - - " - - - ! - - - T ITTI R

Ail III -

[1] Fuyu-8B. https://www.adept.ai/blog/fuyu-8b, 2023. 40

Image patch



https://www.adept.ai/blog/fuyu-8b

Multimodal Perceiving

Video-perceiving MLLM

VideoChat,
Video-ChatGPT,
Video-LLaMA,

PandaGPT,

: | g’ Encode input videos with external video encoders, generating
MovieChat, LILM-understandable visual feature, feeding into LLM, which
Video-LLaVA, then intetprets the input videos based on the input text
LLaMA-VID instructions and produces a textual response.

Momentor

[1] VideoChat: Chat-Centric Video Understanding. 2023

[2] Video-ChatGPT: Towards Detailed Video Understanding via Large Vision and Language Models. 2023

[3] Video-LLaMA: An Instruction-tuned Audio-Visual Language Model for Video Understanding. 2023

[4] Video-LLaVA: Learning United Visual Representation by Alignment Before Projection. 2023

[5] Momentor: Advancing Video Large Language Model with Fine-Grained Temporal Reasoning. 2024 41



Multimodal Perceiving

Video-perceiving MLLM

Video-ChatGPT Video-LLaVA

) Video-ChatGPT Response

This video is taken in New York City, especially in the vicinity of the Statue of Liberty. The
ﬁ - - - g | STATUE is shown in the background, and the video also shows the city skyline in the background.
<1 Video-ChatGP1

Q" Large Language Model g

Large Language Model (Vicuna, v1.1)

Vicuna v1.5
t A\ v A\ v A\ V' A\ T T T T T

System C d ; , ot ;

ystem Comman Linear Layer ¢} sz @Urslsy ﬂ Share Projection  fp Word Embedding Layer fi
‘{:ig:re ‘ﬁ‘:iﬁf’ﬁ:ﬁﬁzagz Temporal Features Spatial Features meriai:nﬂgizm;meo T
model trained with video %/// Encoder Zoo 1
instruction data. e LanguageBind v Are the image and the video

Spatial Pooling ¢~ Temporal Pooling i

depicting the same place?

IO - . S did it

Visual Encoder Pretrained CLIP (L/14) - =

- "7 =kl "‘!‘“ Ny

Video Frames

[1] Video-ChatGPT: Towards Detailed Video Understanding via Large Vision and Language Models. 2023
[2] Video-LLaVA: Learning United Visual Representation by Alignment Before Projection. 2023

[3] Video Understanding with Large Language Models: A Survey. https://qithub.com/yunlong10/Awesome-LLMs-for-Video-Understanding, 2023
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Multimodal Perceiving

® 3D-perceiving MLLM

3D-LLM,
3D-GPT iD/POintS
LL3DA, "4
. .

Spatial VLM

. l g’ Encode input 3D information with external encoders, generating
PointLLM LILM-understandable 3D feature, feeding into LLM, which then
Point-Bind intetprets the input 3D/points based on the input text

instructions and produces a textual response.

[1] 3D-LLM: Injecting the 3D World into Large Language Models. 2023

[2] 3D-GPT: Procedural 3D Modeling with Large Language Models. 2023

[3] LL3DA: Visual Interactive Instruction Tuning for Omni-3D Understanding, Reasoning, and Planning. 2023

[4] PointLLM: Empowering Large Language Models to Understand Point Clouds. 2023

[5] SpatialVLM: Endowing Vision-Language Models with Spatial Reasoning Capabilities. 2024 43



Multimodal Perceiving

® 3D-perceiving MLLM
3D-LLM PointLLM

3D Scene Direct Reconstruct 3D Feature Question
T —
5 /' — o G Please tell me
1 T where is the chair? Ignored Token It’s orange. </s>
2D Image Point Cloud Point Token
T T Text Token
Multi View gradSLAM - 1 l ~
j UH 3D LLM Large Language Model
i o ‘
Hdmmi _ | ,
'3 LM o s s s [ | Tokenizer Projector Tokenizer
what is the a .. bed

Neural Field

l Point Cloud USER: <p_start> Point Encoder  <p_end> What color is the interior? ASSISTANT:

NeRF

\‘ <N ? . Answer: The chair is located at <loc3><loc56><loc34>.

e - > Y Perceiver Unified Vocab.
ﬁ ~ [ I R e R
<img>  <locl> <loc2> ... <loc64>

[1] 3D-LLM: Injecting the 3D World into Large Language Models. 2023

[2] PointLLM: Empowering Large Language Models to Understand Point Clouds. 2023 44



Multimodal Perceiving

Audio-perceiving MLLM

AudioGPT,
SpeechGPT,
VIOLA,

AudioPaLM
Encode input audio signals with external
SALMONN encoders, generating I.ILM-understandable
MU-LLaMA signal features, teeding into LLM, which then
intetprets the audio based on the input text
instructions and produces a textual response.

[1] AudioGPT: Understanding and Generating Speech, Music, Sound, and Talking Head. 2023

[2] SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities. 2023

[3] VioLA: Unified Codec Language Models for Speech Recognition, Synthesis, and Translation. 2023

[4] AudioPalM: A Large Language Model That Can Speak and Listen. 2023

[5] SALMONN: Towards Generic Hearing Abilities for Large Language Models. 2023 45



Multimodal Perceiving

® Audio-perceiving MLLM

Meta Prompt

SpeechGPT

Speech Datasets

Instruction-tuning
Text Datasets

Speech2Unit Text2Unit
Instructions | Template, 1 | Template, ¢
Cross-modal Chain-of-Modality
Instruction data Instruction data
Speechinstruct
Cross-modal Instructions
[Human]: Transcribe the speech to text. This is the input: {speech unit I/ } <ech>.

[SpeechGPT]: {transcription T } <eos>.

Chain-of-Modality Instructions

[Human]: This is the speech instruction: {speech}. You can da it step by step. You
can transeribe the instruction, get the text response and speak the response:
<ech>

[SpeechGPT]: [tq] {Text }; [ta] {Text & }; [ua] {SpeechR} <eca>.

! | Transcription: \

I} Hi, my name is SpeechGPT. Nice to .
| meet you! :
N

SALMONN

Unit
"""""""""""" Vocoder
[SpeechGPT]: <99> <5> <69> <597> ...... <31>
t
PR
(o
\ €3,/ SpeechGPT

1

[Human]: <43> <2> <64> <33> ...... <534>
1
Discrete Speech Unit Extractor

1 Transcription:

<1 Good morning, what is

D Q-Former queries

D Whisper features

D BEATSs features

D Auditory embeddings

D Textual embeddings

/% Frozen/Trainable

Text response

t

Large Language Model

LoRA ¢

1 L]

L) L)

Window-level | %
Q-Former ] ] [ ‘ Text instruction prompt
Whisper p
Encoder o
- [ ]
BEATs
Encoder

[1] SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities. 2023
[2] SALMONN: Towards Generic Hearing Abilities for Large Language Models. 2023

[3] Sparks of Large Audio Models: A Survey and Outlook. https://github.com/EmulationAl/awesome-large-audio-models, 2023
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Multimodal Perceiving

® X-perceiving MLLM

Bio-/Medical & Healthcare biomedicine

BioGPT DoctorGLM MedAlpaca
DrugGPT BianQue AlpaCare
BioMedLM ClinicalGPT Zhongjing
OphGLM Qilin-Med PMC-LLaMA
GatorTron ChatDoctor CPLLM
GatorTronGPT BenTsao MedPalLM 2
MEDITRON HuatuoGPT BioMedGPT

[1] BioGPT: Generative Pre-trained Transformer for Biomedical Text Generation and Mining. 2022

[2] DrugGPT: A GPT-based Strategy for Designing Potential Ligands Targeting Specific Proteins. 2023

[3] MEDITRON-70B: Scaling Medical Pretraining for Large Language Models. 2023

[4] HuaTuo: Tuning LLaMA Model with Chinese Medical Knowledge. 2023

[5] AlpaCare:instruction-tuned Large Language Models for Medical Application. 2023

[6] A Survey of Large Language Models in Medicine: Progress, Application, and Challenge, https://github.com/Al-in-Health/MedLLMsPracticalGuide. 2023. 47
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Multimodal Perceiving

X-perceiving MLLM
Molecule & Chemistry - Graph

ChemGPT StructGPT Chem/Graph
o
SPT 6PT4Graph 5:& i,
T5 Chem GraphGPT A 9%
ChemLLM LLaGA
MolCA HIiGPT
MolXPT
pols T Geographical Information System (GIS)

GIMLET
GeoGPT

[1] Neural Scaling of Deep Chemical Models. 2022

[2] ChemLLM: A Chemical Large Language Model. 2023

[3] MolICA: Molecular Graph-Language Modeling with Cross-Modal Projector and Uni-Modal Adapter. 2023
[4] StructGPT: A General Framework for Large Language Model to Reason on Structured Data. 2023

[5] LLaGA: Large Language and Graph Assistant. 2023

[6] Awesome-Graph-LLM, https.//qithub.com/XiaoxinHe/Awesome-Graph-LLM. 2023
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Unified MLLM: Perceiving + Generation

Scenarios

@ Often, MLLMs need to not only understand the input multimodal information, but also to
generate information in that modality.

Image Captioning

Visual Question Answering
Text-to-Vision Synthesis
Vision-to-Vision Translation
Scene Text Recognition

Scene Text Inpainting

49



Unified MLLM: Perceiving + Generation

® Image

GILL
EMU
MiniGPT-5

DreamLLM

_ Central L.ILMs take as input both texts and images, atter
LLaVA-Plus @ semantics comprehension, and generate both texts and images.
LaVIT

[1] Generating Images with Multimodal Language Models. 2023

[2] Generative Pretraining in Multimodality. 2023

[3] MiniGPT-5: Interleaved Vision-and-Language Generation via Generative Vokens. 2023
[4] DreamLLM: Synergistic Multimodal Comprehension and Creation. 2023

[5] LLaVA-Plus: Learning to Use Tools for Creating Multimodal Agents. 2023 50



Unified MLLM: Perceiving + Generation

® Image
GILL EMU

[] Frozen Model [] GILLMapper [ ] Linear Layer Loss ‘ 5 Encoder

(EVA-CLIP)
Output Embeddings
An European (seq_len, 4096) Causal Transformer
h hair in
shorthair cat 1 an | European | ... | [IM61] | .-x | [IMGLri] | <s> [IMG] « W [/IMG] An emu egg that will hatch into a baby i (IVC) mm w8
a woven basket —s J

Multimodal Modeling with LLM

[IMG1]...[IMG{r}]
Caption Input

(LLaMA)
5 GILLMapper
T°
:
8 A v ¥ ¥ ¥ Vv ¥V ¥ ) | classification Regression ¥
Image-Text Retrieval g (MG = . A | i ges that sl etk baby emu [IMG] - </s>
Image Input > )
Image Generation Decoder
(Stable Diffusion)

[1] Generating Images with Multimodal Language Models. 2023
[2] Generative Pretraining in Multimodality. 2023 51



Unified MLLM: Perceiving + Generation

Video Text 1ex
6PT4Video =
VideoPoet Video Video
Video-LaVIT 6 ﬁ

@’ Central LLMs take as input both texts and videos, after
semantics comprehension, and generate both texts and videos.

[1] GPT4Video: A Unified Multimodal Large Language Model for Instruction-Followed Understanding and Safety-Aware Generation. 2023
[2] VideoPoet: A Large Language Model for Zero-Shot Video Generation. 2023
[3] Video-LaVIT: Unified Video-Language Pre-training with Decoupled Visual-Motional Tokenization. 2024 52



Unified MLLM: Perceiving + Generation

Video
GPT4Video

=
ZeraScope ‘ T

Text-to-Video Model Gallery

‘The video shows a boat passing by the Sydney Opera House, which|
s a famous landmark in Ausiralia. The boat is moving towards the
Opera House, and the city skyline can be seen in the background.
This scene captures the beauly and grandeur of the Sydney Opera.
House, making it a memarable travel experience.

« Absolutely, one of the most iconic animals in Ausiralia s the

[

Tune-A-Video

=

r'/ |

BRI O TE e e b
different habitats. Here's a video that showcases a kangaroo in its
- ")
Abstractor .
[ # Cross Attention } [ Tokenizer ]
P

.+ Check out this video | shot while traveling, it left quite an
7

impression on me. Guess where am |
+ I'd like to learn more about Australia’s natural landscapes
and wildife. Can you show me the most famous Australian
i animal?
Temporal Tokens Video 1 Spatial Tokens & J
Features |
T
Encoder " 2
# ViT-L/14 = -
Sampled frames

VideoPoet

bidirectional attention prefix

autoregressively generated output

VideoPoet (LLM)

)

t5 MAGVIT V2
encoder encoder

An astronaut starts dancing
on Mars, Colorful fireworks
then explode in the background.

Sound
Stream
encoder

(<bov_o>] visual out)<eov_o>J<boa_o>)audio out)<eca_o3<eos>)

Sound
MAGVIT-v2 S
decoder
4 )

decoder

Ll

"
output audio

output video

[1] GPT4Video: A Unified Multimodal Large Language Model for Instruction-Followed Understanding and Safety-Aware Generation. 2023
[2] VideoPoet: A Large Language Model for Zero-Shot Video Generation. 2023
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Unified MLLM: Perceiving + Generation

: Text
®* Audio Text 'e;|
AudioGPT, —
SpeechGPT, Audio Audio
e e e
AudioPalL M,

@’ Central LLMs take as input both texts and audio, after
semantics comprehension, and generate both texts and audio.

[1] AudioGPT: Understanding and Generating Speech, Music, Sound, and Talking Head. 2023
[2] SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities. 2023
[3] VioLA: Unified Codec Language Models for Speech Recognition, Synthesis, and Translation. 2023

[4] AudioPalM: A Large Language Model That Can Speak and Listen. 2023 54



Unified MLLM: Perceiving + Generation

® Audio
SpeechGPT

g I
Meta Prompt Speech Datasets Instruction-tuning !

Text Datasets
|
Speech2Unit Text2Unit
Instructions : :Tezn}@te:,] : Template, |

Cross-modal Chain-of-Modality
Instruction data Instruction data
Speechinstruct

Cross-modal Instructions
[Human]: Transcribe the speech to text. This is the input: {speech unit U } <ech>.
[SpeechGPT]: {iranscription 7 } <eos>.

Chain-of-Modality Instructions

[Human]: This is the speech instruction: {speech}. You can da it step by step. You
can transcribe the instruction, get the text response and speak the response.
<ech>

<ol
[SpeechGPT]: [tq] {Text/ }; [ta] {Text ® }; [ua] {SpeechR} <eca>.

| Transcription: '
! | Hi, my name is SpeechGPT. Nice to .
1
1

!
~

meet you!

AudioGPT

Task Analysis -

Speech Recognition

) ) . Whisper
SpeechGPT]: 99> <5> <69> <597> ...... 31 i
[Spe Tl < 1> <5> <§9> <597> <31> Modality Transformation S}f;eciltTr:ﬂShtifﬂ o gz:udlo MultiDecoder
ext-to-Speec | Make-An-Audi
Y . - Text-to-Audio @LLMS —) \flsinge: ©
(¥ speechcPT Y — Models
LY Audio Inpainting DiffSinger

[Human]:

43> <2 <Bds <33 s34 Response Generation -

.

Discrete Speech Unit Extracior | Transcription:

v
1
1 Good morning, what is :
1
U

[1] SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities. 2023
[2] AudioGPT: Understanding and Generating Speech, Music, Sound, and Talking Head. 2023
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Unified MLLM: Harnessing Multi-Modalities

Scenarios:

@ In reality, modalities often have strong interconnections simultaneously. Thus, it 1s frequently
necessary for MLLMs to handle the understanding of multiple non-textual modalities at once,
rather than just one single (non-textual) modality.

Image+Video
Audio+Video
Image+Video+Audio
Any-to-Any
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Unified MLLM: Harnessing Multi-Modalities

® Text+lmage+Video

Video-LLaVA
Chat-UniVi
LLaMA-VID

@’ Central LLMs take as input texts, image and video, after
semantics comprehension, and generate texts (maybe also
Image and video, or combination).

[1] Video-LLaVA: Learning United Visual Representation by Alignment Before Projection. 2023
[2] Chat-UniVi: Unified Visual Representation Empowers Large Language Models with Image and Video Understanding. 2023
[3] LLaMA-VID: An Image is Worth 2 Tokens in Large Language Models. 2023
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Unified MLLM: Harnessing Multi-Modalities

Text+Image+Video

& Fine-tune &% Frozen HI}' Concatenate Chat-UniVi Response: The boy in thevlmage 1.1as b_londe hair, and the pot used to cook the
pasta in the video is red.

Chat-UniVi

[y
[ Pre-trained Large Language Model Q‘ ]
A A

User Query: What color 1s the boy's hair in the image and the pot PI‘Oj ection W &
used to cook the pasta in the video?

\
— r
—b g = | ’
i gl
H
g =z g
J— £ £ 2
=X =N =)
= 5 g £
- a5 @, ©, ®
5 Event 1 & (E o
=
@
&
Video i
Event 2
Visual inputs Original visual tokens Step one Step two Step three

[1] Chat-UniVi: Unified Visual Representation Empowers Large Language Models with Image and Video Understanding. 2023



Unified MLLM: Harnessing Multi-Modalities

® Text+lmage+Video+Audio

Panda-GPT
Video-LLaMA
AnyMAL
Macaw-LLM
VideoPoet
ImageBind-LLM
LLMBind
LLaMA-Adapter

@ Central LILMs take as input texts, audio, image and video, and

generate texts (maybe also audio, image and video, or combination).

[1] PandaGPT: One Model to Instruction-Follow Them All. 2023

[2] Video-LLaMA: An Instruction-tuned Audio-Visual Language Model for Video Understanding. 2023

[3] AnyMAL: An Efficient and Scalable Any-Modality Augmented Language Model. 2023

[4] Macaw-LLM: Multi-Modal Language Modeling with Image, Audio, Video, and Text Integration. 2023 59



Unified MLLM: Harnessing Multi-Modalities

Text+lmage+Video+Audio

Macaw-LLM -

Cognitive
Module

Alignment
Module

Modality {
Module [

Response
[ Large Language Model ]
T + Instruction
Image Tokens Audio Tokens Video Tokens
4 4 4
[ & iy
1
' LLM
! Embedding
' Alignment
----------- 1
1 f 1
Image Audio Video
Encoder Encoder Encoder

Image

Audio Video

[1] Macaw-LLM: Multi-Modal Language Modeling with Image, Audio, Video, and Text Integration. 2023



Unified MLLM: Harnessing Multi-Modalities

®* Any-to-Any MLLM

NExT-GPT

Unified-IO 2 (w/o video)
AnyGPT (w/o video)
CoDi-2

Modaverse

@ Central LLMs take as input texts, audio, image and video, and freely

generate texts, audio, image and video, or combination.

[1] NEXT-GPT: Any-to-Any Multimodal LLM. 2023

[2] AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. 2023
[3] CoDi-2: In-Context, Interleaved, and Interactive Any-to-Any Generation. 2023
[4] ModaVerse: Efficiently Transforming Modalities with LLMs. 2023
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Unified MLLM: Harnessing Multi-Modalities

Any-to-Any MLLM
NEXT-GPT  Text |= =

o Image Input Image Output ()
Image IAA , Projection %

. Audio Input Audio Output
Audio Projection 6 Projection 6

. Video Video
Video Encoder . ' ) Diffusion

More modalities oo e ose
Multimodal Input LLM-centric ~ LLM-based Semantic Instruction-following  Multimodal Output
Encoding Alignment Understanding Alignment Generation

[1] NEXT-GPT: Any-to-Any Multimodal LLM. 2023
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Fine-grained Capability of MLLM

® Pixel-level Vision MLLM

@ The vision MLLMs described above generally only support coarse-grained, instance-level visual
understanding. This can lead to imprecise visual intetpretations. Also due to the lack of visual
grounding, these MLILMs will potentially produce hallucinations.

Describe the image in detail. Please output &
Visual Grounding & — e @ s ond anotrer @Y
Visual Segmentation —
Visual Editing
Visual Inpainting

The main difference between .

the two deer is their size and Shlkl‘u
antlers. The adult deer is larger
with more prominent antlers,
The image showcases a large, white building with a red while the younger deer is smaller

E86E, surrounded by a well-manicured lawn and palm [EZees. : L
The Sky is visible over the building, the pavement, and the with aoulsibleantiens,

grass. The grass is also seen extending to the pavement.

‘0"
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Fine-grained Capability of MLLM

GPT4RoI
NExT-Chat
MiniGPT-v2
Shikra
Kosmos-2
GLaMM

. : . . Text Text
Image-oriented Pixel-wise Regional MLLM —

@ Users input an image J— -

(potentially specitying a { Image |

region), and the LLM i ]

outputs content based on NN Pamb il | AV |

its understanding, N i |

grounding the visual B aminm/Pivale : i -

content to specific pixel- | i : Region ]

level regions of the image. 1L e I ------ i i

i TE 8

LISA
DetGPT
Osprey
PixelLM
LION

[1] GPT4Rol: Instruction Tuning Large Language Model on Region-of-Interest. 2023

[2] NExT-Chat: An LMM for Chat, Detection and Segmentation. 2023

[3] MiniGPT-v2: large language model as a unified interface for vision-language multi-task learning. 2023
[4] Osprey: Pixel Understanding with Visual Instruction Tuning. 2023

[5] GLaMM: Pixel Grounding Large Multimodal Model. 2023

[6] Kosmos-2: Grounding Multimodal Large Language Models to the World. 2023

[7] DetGPT: Detect What You Need via Reasoning. 2023

[8] PixelLM: Pixel Reasoning with Large Multimodal Model. 2023

[9] Lisa: Reasoning segmentation via large language model. 2023

[10] Shikra: Unleashing Multimodal LLM's Referential Dialogue Magic. 2023
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Fine-grained Capability of MLLM

Answer: It is <trigger>

Image-oriented Pixel-wise

bounding box

Large Multimodal Model

% 2 )
In [ | where is the bear to the left of region [l ?

Mask Decoder
|
+ NEXT-Chat

* L}
? =g

mask

Location

}
Global Image Grounding Pixel Decoder
Image Encoder
A large hot air

DD DDD 'baLLoon
Output prompts - A large body of
o water

Grounded Conversation Generation

Image-region prompts

-- GLaMM

Can you give a detailed . . .
description of this image? A large, colorful hot air balloon is flying over the river.

over the <river>

The is overarching the river, trees, and buildings.

‘ Referring Expression Segmentation H Image Level Captioning H Region Level Captioning H Phrase Grounding |
Eanpvou se_gmen'f) the balloon in ﬁ Ao Pleasel‘%esmb.e the given hna}rlge- Could you tell me more| Can you segment phrases in, “A <hot air
thislgveninictures . GE oo LRlleem @5 sam & i about this region? balloon> over the <river>”

air, flying over a river. The balloon,

high uwp in the sky, is vyellow and red g
Sure, the . ing cofm’ with g 'bridyge and  trees A yellow, red andﬁ A <hot air balloon>
ST £8 visible in the background. blue hot air balloon i




Fine-grained Capability of MLLM

® Image-oriented Pixel-wise Regional MLLM

(3 Pixel-level Awareness at Input/Output t—
mage

Output-side Only Pixel-wise Awareness ' §

LISA, PixelLM, DetGPT, MiniGPT-v2, LION | Region:
| =

____________________________

Input-&Ouput-side Pixel-wise Awareness

NExT-Chat, GPT4RoI, Shikra,
KOSMOS-2, GLaMM, Osprey



Fine-grained Capability of MLLM

. . . . Text Text

® Image-oriented Pixel-wise Regional MLLM = —
(3 Pixel Granularity (mage”
Bounding-box Coordinates = —=J ! !
NET-Chat, GPT4Rol, Shikra, LTON, e | Region,
KOSMOS-2, DetGPT, MiniGPT-v2 ; , | _Dg ;

____________________________

Finer-grained Mask-based Segments

NExT-Chat, LISA, PixelLM,
GLaMM, Osprey



Fine-grained Capability of MLLM

. . . . Text Text
® Image-oriented Pixel-wise Regional MLLM = —
(3 User Input Interaction (7
mage
No Image User Interaction : oM
LISA, PixelLM, DetGPT, MiniGPT-v2, LION  {Region/Pixels ' Region.
i * : mmmnhy | . ™ i
: : i ; : = 2k
Bounding-box Coordinates e / =]

GPT4RoI, Shikra, KOSMOS-2, GLaMM

User Sketches
NExT-Chat, Osprey,



Fine-grained Capability of MLLM

Video-oriented Pixel-wise Regional MLLM

PG-Video-LLaVA
Merlin
MotionEpic

__________________

@ Users input an video (potentially specitying a region), and the
LLM outputs content based on its understanding, grounding or
tracking the content to specific pixel-level regions of the video.

[1] PG-Video-LLaVA: Pixel Grounding in Large Multimodal Video Models. 2023
[2] Merlin: Empowering Multimodal LLMs with Foresight Minds. 2023
[3] Video-of-Thought: Step-by-Step Video Reasoning from Perception to Cognition. 2024
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Fine-grained Capability of MLLM

® Video-oriented Pixel-wise Regional MLLM

PG-Video-LLaVA MotionEpic

Entitiy . )
Module ; W .
o t Text Prompt
cless Ainmocskt:;o iect Response Response The person in the video is a man who is sitting on the ground and petting a lion.

! !

Proposal Refinement

I |

Grounding Module [ system Command | User Query |

Large Language Model Vid Spatial-tér‘n ;r;al SZene Graph
] I 1deo (STSG)

Audio Transcript

Spatio-temporal Video Representation I

MLP @

I System Command

lion | man | mountain You are PG-Video- Forced Alignment

LLaVA, a large vision

IAkilage Faodel. Temporal Features

Spatial Features

Tagging e ] Phoneme £ : S il
Module “;:';::;"::;’::" / 4 i . A Model Whisper Frame | Frame 2 Frame 3 Frame 4 Frame 5 Frame 6 Frame 7 Frame 8
: satatfecing = Steorsl Rooline. ‘ Step-1: The involved target is [dog]. Step-4:
= e , . z : : . - . .
ﬁ u b hesl User Query ///////’//////// : ///////’////m //// Wﬂ\\‘ iff o I . i . i The video depicting professional  The companion dog is to support
: Step-2: The partial STSG in tracking [dog] is: training and hcol:nplex l_acnc‘lms companionship and emotional
What is the person ” { P — ﬁ\’ | suggests it might be a police dog support to their owners rather tan
Scene Detection in the video doing? Visual Encoder (CLIP) 4 Voice Activity Detection . lie on-——gidss runon - griss g} on——zrass | performing daily training ... The engaging in specialized tasks ...
3 | lie opEriss '/:1-._\3%' & = i O | rationality of the answer [A. Police The answer [D. Companion Pet]
. 1 | [ddg Smd}/‘@_‘g‘\' /m’m - chind. —-‘K{mm | Dog] is 2. has a coherence score of 8.
1 i I bl y behind man - n frontol hurdie-1] ] = = -
I H"m ol ‘ (i ““f‘ fufif behind=fman {hurdle [hurdle hurdle-2 | After ranking the rationale score, the final answer is [D. Companion Pet].
] Ll L | Framel Frame 2 Frame 3 Frame7 |

Step-3: According to the video scene and STSG, the dog is crossing
multiple hurdles with the dog being visible both before and after the
hurdles. The accompanying man is observed providing instructions to
guide the dog through the obstacles... Drawing on factual commonsense
understanding, it might be inferred that the man is a trainer who is
imparting various commands and training the dog on a grassy field.

[1] PG-Video-LLaVA: Pixel Grounding in Large Multimodal Video Models. 2023

[2] Video-of-Thought: Step-by-Step Video Reasoning from Perception to Cognition. 2024

Step-5: Let' verify the [D. Companion Pet] based on visual perception ..

1. Pixel Grounding Information Check: Based on the video scene, it
depicts a training ground with a dog, so the answer is fitting.

2. Commonsense Check: Observing the dog's energetic behavior during
training aligns with the common understanding that companion pet are less
likely to undergo such training, supporting the chose answer.

Conclusion: The answer [D. Companion Pet] is supported both by ...
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Fine-grained Capability of MLLM

® Unified Pixel-wise MLLM

Vitron

@ Users input either an image or video
(potentially specitying a region), and
the LLM outputs content based on
1ts understanding, generating,
grounding or tracking the content to
specitic pixel-level regions of the
Image, video.

[1] VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024
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Fine-grained Capability of MLLM

Unified

Vitron

Vision Supporting Pixel/Regional Segmenting/

Model : i
Image Video Understanding Grounding

Generating  Editing

Flamingo [1]
BLIP-2 [45]
MiniGPT-4 [126]
LLaVA [57]
GILL [39]
Emu [90]
MiniGPT-5 [125]
DreamLLM [23]
T 'GPT4Rol[I22] ~ =~ N S e S S
NExT-Chat [118] v
MiniGPT-v2 [13] v
Shikra [14] v
Kosmos-2 [72] v
GLaMM [78] v
Osprey [117] v
PixelLM [79] v
v
X
X
v
X
X

LNLNE N N NN
3¢ > ¢ % 3% 3 X X
3¢ 3¢ ¢ 3 3% X X X
3} 3 M M X X X X
LN NN X X X X
B¢ B B W Vg W W W

LLaVA-Plus [58]
VideoChat [46]
Video-LLaMA [120]
Video-LLaVA [52]
Video-ChatGPT [61]
GPT4Video [99]

- PG-Video-LLaVA [67] ¥ /X X
NEXT-GPT [104] v

<
=
=
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Z
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=}
=
=
Z
<
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[1] VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024
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Fine-

Unified

Vitron

Surpue)siopu() [ensIA

SuneIouan) [ensIp

Low-level Visual Semantics

Vision Segmentation & Grounding

Panoptic Instance Semantic Referring

Y

Language-Image

S
A toddler in a blue s
steering his toy on a gr:

B
Video Object Segmentation (Tracking)

N

Image/Video Referring
Captioning Captioning Imidge Q)

Al

555 W
a drawing of a pink woman on the right  Q: Where is the child
and blue pokemon in white shirt sitting? A: Arms

High-level Visual Semantics

Pixel-level Vision Und“‘cér'fsfandi‘ng'

Video QA

Q: Why is the child sitting on a
cardboard? A: trying to slide
down the slope.

Language-Video Retrieval

A group of

people play

rugby on the
grass

Vision Synthesis & Generation

Text-to-Image . .
Generatior% Text-to-Video Generation

A corgi runs on the grass

A polar bear swimming.

haloula,

5 wélk;ihg running

Vision Editing & Inpainting

Adding

Removing

anging
*é.‘-
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s« Fine-grained Capability of MLLM

® Unified Pixel-wise MLLM

ne ViTI"Oh

Video | Video
Segmentation g Editing

Image ‘ Image
Generation Edi?igng

Textual response <Module>xxx</Module>  <Instruction>xxx</Instruction>  <Region>xxx</Region>

4

o}I{o Large Language Model o LoRA

Projection J Projection [ Projection

. _ —— »
Video[5} Imagem User Sketch —i— Text %

[1] VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, Segmenting, Editing. 2024
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Multilingual Multimodal LLMs

MLLMs are mostly strong in English, weak in other languages

Limited scale and quality of multimodal data in non-English languages
Huge computation cost for each language even if sutficient data available
Why not machine translation pipeline ?

Another LLLM for translation: double computation cost and delay
Missing visual context can lead to incorrect translation

Not an elegant way to AGI

Histogram of CLIP Score

High Quality

0.15 0.20
CLIP Score

Chinese Image-Text Data Quality Distribution



Multilingual Multimodal LLMs

® MLLMs are mostly strong in English, weak in other languages

Generalizing multimodal capabilities to non-English languages via multilingual LLILM as
pivots
Basic idea

Multilingual alignment: Reuse multilingual LL.Ms

Multimodal alignment: Multimodal pretraining on English image-text pairs

High-resource

English as Pivot ? %5
® ®
> =X
SZE g
U] V\\g e
Non-Enghsh Generalization
Language

[1] Large Multilingual Models Pivot Zero-Shot Multimodal Learning across Languages. ICLR 2024.
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Multilingual Multimodal LLMs

® MLLMs are mostly strong in English, weak in other languages

Generalizing multimodal capabilities to non-English languages via multilingual LLILM as
pivots
Foundation capability can be well generalized already!

Was ist an diesem Bild ungewodhnlich?

An unusual aspect of the image is the man sitting on a folding chair in the back of a parked yellow taxi cab.
This is not a typical scene, as one would expect passengers to be seated inside the cab or at the very least, be
standing near the taxi. The man's presence in the back of the taxi, using a folding chair, adds an
unconventional and unexpected element to the scene, making it stand out from regular taxi activities.
Another notable aspect of the image is the presence of multiple people and vehicles, including other cars and
pedestrians in the background. This urban setting contributes to the overall busy atmosphere, making the
man on the chair in the taxi stand out even more.

[1] Large Multilingual Models Pivot Zero-Shot Multimodal Learning across Languages. ICLR 2024.
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Multilingual Multimodal LLMs

® MLLMs are mostly strong in English, weak in other languages

Generalizing multimodal capabilities to non-English languages via multilingual LLILM as
pivots

Lightweight SFT is sufficient to switch to the target language

Generalize to cultures, etc.

Ve

IRBEFE RIS A IR I E RIS ?

(Can you describe this image with Su Shi‘s poems?)

AL, AReERitEEXR= L, BRTHENFERRNEEE

R, XOIEH—FEIEMTHNSR, ILABRHEESFD:

"BHAEE? EEREX. AMIXESR, S5Y2AF? "

In this photo, the moon hangs high in the sky, illuminating the ancient

Chinese building and its surroundings. This creates a beautiful and serene

atmosphere, reminiscent of Su Shi's famous poem: "When is the bright moon?
(- Ask the blue sky for wine. | don't know the palace in the sky. What year is it?")
.

[1] Large Multilingual Models Pivot Zero-Shot Multimodal Learning across Languages. ICLR 2024.



Multilingual Multimodal LLMs

® MLLMs are mostly strong in English, weak in other languages

Generalizing multimodal capabilities to non-English languages via multilingual LLILM as

pivots
Common practice nowadays

VisCPM, LLaVA-NeXT, Yi-VL 34B, MiniCPM-V, etc.

Histogram of CLIP Score

High-resource p
English as Pivot ?« 1&;’
5 P &
2 AN
g o'&‘ Cat %
g High Qualit S Q &
’?7 ;
i ?;\Q 8
. ____ —» :
Non-Engllsh Generalization é
Language

0.15 0.20
CLIP Score

Chinese Image-Text Data Quality Distribution
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End-side MLLM

® End-side LLMs show promising potentials

Promising performance: Matching larger LLLMs

.
GPT-4-turbo”
9 -
*
Mistral—Sx?B.-Instruct-VO,l GPT‘B'.S AR
8 -
o
2
[
£ MiniCPM-2B Zephyr-7B-beta
S [}
é‘:’ . * ............................................................ RUNAt 3G e e e ren e n sttt na s rararanan
O
ERh Zephyr-7B-alpha LLaMA-2-70B-chat
.
ig Mistral-7B-Instruct-v0.1 ~ LLaMA-2-1 3B-chat
i H
= T MPT-30B-chat
LLaMA-2-7B-chat ¥ %1138 .
6 Vicuna-7B
MPT-7B-chat
54 ChatGLM2-6B * parameters are from unofficial sources
T T T T T
5 10 50 100 >200

Number of Parameters (Billions)




End-side MLLM

® End-side MLLMs show promising potentials

Promising performance: Matching larger LLLMs
Representatives

MiniCPM-V 1.0/2.0/2.5
DeepSeek-VL 1.3B
Mini-Gemini 2B

Bunny

MobileVLM V1/V2 Mathvista
Imp V1/V2

LLaVA-Phi

TextVQA Val

OpenCompass DocVQA Test

OCRBench

—— Qwen-VL-Chat 9.6B
~\dseo. DeepSeek-VL-7B
MMMU val Object HalBench CogVLM-Chat 17.4B
——— MobileVLM V2 3.1B
—— MiniCPM-V 2.8B
—— MiniCPM-V 2.0 2.8B
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End-side MLLM

nmne - £ @ T ED

® End-side MLLMs show promising potentials ¢ DemoMiicPMV20 O

Image 9 process is done, ask any question

End-side deployment, e.g., mobile phones
High efficiency
Better accessibility
Better privacy protection

Run without network connection

2 wrEmEns

animatecafew & MinicPm-v 2.0

XIBBR AT NI EERR. ERiRh, 55Eh wE
HHE" (Animate Cafe) {UFE)E, BE—NEBAHBM, XRIEMTF—HRFER
BEFRRIE, XIFRR CRIPESH SRS, EHEE, BIURET
E—ESEEERTIE, RPXE—NERNZERE. TSR
A, Hp—BIFETE, MB—LNAEETEEF L, 58+, TSR
{HRSIERERE, B —RE8A BT HETAE, UR—5ER8"
SF(EFE" (FamilyMart) BYERIFES, XEBERNFERPIZEXATRER
—BUAMIERAR. SRS, XIBEHRHBIEE T FeiE IR0
B, BRT S, BITA, SisH—FEICEHRE.

]
%m
b
x
L]
-3

ONNUONOWN B

Input
*The colored boxes are for illustration purposes only and are not used as model input.







MLLM Evaluation Benchmark

MME

Modalities: Text + Image
14 choice tasks (Yes or No).
Measuring perception and
cognition abilities.

Manual annotations.

Existence &

Count

Position @

Color &

Perception (Coarse-Grained Tasks)

[Y] Is there a elephant in this
image?

[N] Is there a hair drier in this
image?

[Y] Is there a total of twe
person appear in the image?
[N] Is there only one person
appear in the image?

[Y] Is the motorcycle on the
right side of the bus?

[N] Is the motorcycle on the left
side of the bus.

[Y] Is there a red coat in the
image?

[N] Is there a yellow coat in the
image?

[Y] Is there a refrigerator in
this image?

[N] Is there a donut in this
image?

[Y] Are there two pieces of
pizza in this image?

[N] Is there only one piece of
pizza in this image?

[Y] Is the baby on the right of
the dog in the image?

[N] Is the baby on the left of
the dog in the image?

[Y] Is there a red couch in the
image?

[N] Is there a black couch in
the image?

Perception (OCR Task)

[Y] Is the phone number in the
picture "0131 555 6363"?
[N] Is the phone number in the
picture "0137 556 6363"?

[Y] Is the word in the logo
"high time coffee shop"?
[N] Is the word in the logo
"high tite cofeee shop"?

Poster W

Celebrity ¥

Scene @
B

Landmark 2

Artwork Il

Perception (F-‘ine-Grained Tasks)

[Y] Is this movie directed by
francis ford coppola?
[N] Is this movie directed by
franklin j. schaffner?

[Y] Is the actor inside the red
box called Audrey Hepburn?
[N] Is the actor inside the red
box called Chris April?

[Y] Does this image describe a
place of moat water?

[N] Does this image describe a |¥is8

place of marsh?

[Y] Is this an image of Beijing
Guozijian?

[N] Is this an image of
Klinikkirche (Pfafferode)?

[Y] Does this artwork belong
to the type of still-life?

[N] Does this artwork belong
to the type of mythological?

[Y] Is this movie titled twilight
(2008)?

[N] Is this movie titled the
horse whisperer (1998)?

[Y] Is the actor inside the red
box named Jim Carrey?

[N] Is the actor inside the red
box named Jari Kinnunen?

[Y] Is this picture captured in a
place of galley?

[N] Is this picture captured in a
place of physics laboratory?

[Y] Is this a picture of Church
of Saint Giles in Prague?

[N] Is this a picture of
Pfarrkirche St. Martin an der Raab?

[Y] Is this artwork displayed in
musée du louvre?

[N] Is this artwork displayed in
galleria nazionale d'arte
moderna e contemporanea’

Commonsense Reasoning ¢

[Y] Should I step when I'm
about to cross the street?

[N] When I see the sign in the
picture, can I cross the street?

Numerical Calculation B

29 +36 =

[Y] Is the answer to the arith-
metic question in the image 65?
[N] Is the answer to the arith-
metic question in the image 56?

r

H

=252 28]

Cognition (Reasoning Tasks)
Text Translation @

[Y] Is there one real cat in
this picture?

[N] Is there two real cats in
this picture?

[Y] Should the value of "a"
in the picture equal 3?
[N] Should the value of "a"
in the picture equal 2?

BIHE

[Y] Appropriate to translate
into English 'classic taste'?
[N] Appropriate to translate
into English 'strawberry flavor'?

Code Reasoning @

[Y] Python code. Is the output
of the code 'Hello'?
[N] Python code. Is the output
of the code 'World?

HEEH

[Y] Appropriate to translate into
English 'work hard together'?

[N] Appropriate to translate into
English 'be filled with intrigue'?

[Y] Python code. Is the output
of the code '0'?
[N] Python code. Is the output
of the code '1'?

[1] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models. 2023

84




MLLM Evaluation Benchmark

LVLM-eHub

Modalities: Text + Image

6 task group of multimodal
capability.

47 standard text-related visual

benchmarks.

Collected from existing datasets.

ul Quantitative Evaluationul

Visual Perception®

Object Counting
COCO, VCR

Image Classification
4 benchmarks

Multi-Class Identification
COCO, VCR

Image Captioning
3 benchmarks

Visual Knowledge Acquisition .

Key Information Extraction
SROIE, FUNSD

Optical Characters Recognition
12 benchmarks

Visual Reasoning l@.

Visual Entailment
SNLI-VE

Visual Question Answering
10 benchmarks

Knowledge-grounded Image Description
ScienceQA, VizWiz

Visual Commonsense;-

Visual Commonsense QA
ImageNetVC

Visual Commonsense Reasoning
VCR

Embodied Intelligence s

Minecraft Virtual Home Meta-World Kitchen

Hallucination:
Object Hallucination
COCO-Ransom/Popular/Adversarial

[1] LVLM-eHub: A Comprehensive Evaluation Benchmark for Large Vision-Language Models. 2023 85




MLLM Evaluation Benchmark

®* MMT-Bench

Q: Summarize the

Q: What is the length
of the shadow? Q: Detect the marked Q: What would the

Q: How to make

a cup of flat
Q: How does the man’s white?

Modahtles: Image + TeXt + expressio change?

object in the query woman say to the
image. man?

Video + Point cloud

Multi-choice visual questions. | _—i s

ol

LH

7 d MMT-Bench ’;:‘Pemeption 2
32 task group of multimodal o) sy

Q: Identify the
imaging modality.

capability.
162 subtasks.

Q: What is in
the yellow box.|

o) ©

_ Q: Spot the
{ difference between

- “

\ ] Q: Provide bounding Q: Is the size of

. N . box for “man in jeans h solid circle

rom exi1 ng Q: What is all climbing stairs bonaifaden b
O eCte O c Stl the text 1i the 9 ;:::::cal to the
image? ey - PSR Q: Does a cat
Q: How many = g Po(Yyil Xv, Xq, Ygici) exist in the
datasets et g Q: Retrieve the Q: Which Latex image?
. marked as '8'? Q: Is the Q: In which frame does the _* .

most similar codes can compile

aptop jon  ‘player overtakes; the handwritten text into the formula?

the bench? background player?

[1] MMT-Bench: A Comprehensive Multimodal Benchmark for Evaluating Large Vision-Language Models Towards Multitask AGl. 2023 86



MLLM Evaluation Benchmark

Soul Questions

Q1. Can we simply assume that the stronger the performance of MLLMs on these benchmarks,
the closer they are to achieving AGI?

Q2. Can it be said that the more modalities and task types supported by MLLMs, the closer they
are to AGI?

Q3. How should MLLMs evolve to ultimately reach AGI?
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Levels of Multimodal Generalist

Key Points from MLLM to Human-level Al

Human-level Al will come with the form of a multimodal generalist.

Human-level AI will support as many modalities as possible, as well as a broader range of

functionalities.

Human-level Al will have strong generalizabilities and abductive reasoning, enabling it to make

decisions and reasoning from limited information.
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Levels of Multimodal Generalist

Various current models, fine-tuned on different modalities and specific
Level-0: Separate Specialists task datasets, produce specialists capable of handling particular tasks
within those modalities.

Upgrading Conditions: Combining with LLM as the central decision maker

General multimodal comprehension ability, being able to effectively

Level-1: Generalist of Comprehension | 4 .~ = - questions

Key characteristic: the generalist is weak than individual specialists.

filter out irrelevant information and features from the input multimodal

Capability (Multimodality, Multi-task)

Tasks across various modalities such as language,
image, video, etc., including classification, text
generation, image generation, video segmentation,
speech recognition, and more.

The comprehension process is primarily a process
of converting multimodality to text. Classification
tasks across different modalities; text generation
tasks for various modalities (such as
image/video/audio captioning, QA, etc.).

Upgrading Conditions: Under condition of preserving the core capabilities of LLM, sharing cross-modal and cross-task invariant features

Building on level 1, different modalities and tasks exhibit a synergistic
effect, achieving a result where the whole is greater than the sum of its
parts (1+1>2). By mastering a few select modalities and tasks, this
capability can be transferred to understanding other unseen modalities
and tasks, resulting in enhanced abilities.

Key characteristic: the generalist is stronger than individual specialists.

Level-2: Generalist of Comprehension
with Multimodality & Multi-task Synergy

Same to Level-1" s capability in task and modality
supporting, but with stronger performance.

Upgrading Conditions: During generation, reconstructing the necessary multimodal detail clues from the LLM output (i.e., multimodal tokens)

Simultaneously possesses general multimodal comprehension and
generation ability, allowing for filtering out irrelevant information
during the understanding process while providing the necessary
information required for generation.

Key characteristic: the generalist is weak than individual specialists.

Level-3: Generalist of both
Comprehension and Generation

Upgrading Conditions: Acquiring the capable of abductive reasoning

Ditferent modalities and tasks, as well as the comprehension and
generation processes, can mutually assist each other with synergy. For
instance, learning from process A (a modality or task) can facilitate
masteting capabilities B, C, D, etc., through analogical reasoning.

Key characteristic: the generalist is stronger than individual specialists.

Level-4: Generalist of both
Comprehension and Generation with
Multimodality & Multi-task Synergy

The process mainly involves converting
multimodality to multimodality. Supporting all
existing tasks, e.g., classification and QA tasks
across various modalities; generation,
segmentation, and editing tasks within visual
modalities; cross-modal reasoning tasks, and more.

Same to Level-3” s capability in task and modality
supporting, but with stronger performance.
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Levels of Multimodal Generalist

Various current models, fine-tuned on different modalities and specific
Level-0: Separate Specialists task datasets, produce specialists capable of handling particular tasks
within those modalities.

Upgrading Conditions: Combining with LLM as the central decision maker

General multimodal comprehension ability, being able to effectively
filter out irrelevant information and features from the input multimodal
data to solve questions.

Key characteristic: the generalist is weak than individual specialists.

Level-1: Generalist of Comprehension

Capability (Multimodality, Multi-task)

Tasks across various modalities such as language,
image, video, etc., including classification, text
generation, image generation, video segmentation,
speech recognition, and more.

The comprehension process is primarily a process
of converting multimodality to text. Classification
tasks across different modalities; text generation
tasks for various modalities (such as
image/video/audio captioning, QA, etc.).

Upgrading Conditions: Under condition of preserving the core capabilities of LLM, sharing cross-modal and cross-task invariant features

Building on level 1, different modalities and tasks exhibit a synergistic

effect, achieving a result where the whole is greater than the sum of its
Level-2: Generalist of Comprehension parts (1+1>2). By mastering a few select modalities and tasks, this
with Multimodality & Multi-task Synergy | capability can be transferred to understanding other unseen modalities

and tasks, resulting in enhanced abilities.

Key characteristic: the generalist is stronger than individual specialists.

Upgrading Conditions: During generation, reconstructing the necessary multimodal detail clues from the LLM output (i.e.

Simultaneously possesses general multimodal comprehension and
generation ability, allowing for filtering out irrelevant information
during the understanding process while providing the necessary
information required for generation.

Key characteristic: the generalist is weak than individual specialists.

Level-3: Generalist of both
Comprehension and Generation

Upgrading Conditions: Acquiring the capable of abductive reasoning

Ditferent modalities and tasks, as well as the comprehension and
generation processes, can mutually assist each other with synergy. For
instance, learning from process A (a modality or task) can facilitate
masteting capabilities B, C, D, etc., through analogical reasoning.

Key characteristic: the generalist is stronger than individual specialists.

Same to Level-1" s capability in task and modality
supporting, but with stronger performance.

, multimodal tokens)

The process mainly involves converting
multimodality to multimodality. Supporting all
existing tasks, e.g., classification and QA tasks
across various modalities; generation,
segmentation, and editing tasks within visual
modalities; cross-modal reasoning tasks, and more.

Same to Level-3" s capability in task and modality
supporting, but with stronger performance. 9
1



What’s Next from Multimodal LLM to AGI

Angle-I: Unification of as Many Modalities & Tasks as Possible

Modality Perspective: Going Broader

(S~ Currently, the majority of MLLM research focuses primarily on the integration of
visual signals (e.g., Image, Video).
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What’s Next from Multimodal LLM to AGI

Angle-I: Unification of as Many Modalities & Tasks as Possible

Modality Perspective: Going Broader

»  Modalities in current NExT-GPT: »  More modalities to go:
lanquage g_-;;h heat map Cﬂv infrared/radar
image o code I document/table —

time series 1 spectrogram -
sound UHHHHHHU Q—
video 5

touch smell i a)

AepthéaD *44 graph f}?j
- b4 5
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What’s Next from Multimodal LLM to AGI

Angle-I: Unification of as Many Modalities & Tasks as Possible

Task Perspective: Going Deeper

Vision-based MILLM, Vitron, has focused on unifying image and video processing
under the scope of pixel-wise tasks, ranging from low-level to high-level.

The next step could involve expanding MLLM support on the task level to more in-depth
levels.

Referring Segmentation Panoptic Segmentation 3D Scene Segmentation
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What’s Next from Multimodal LLM to AGI

Angle-ll: Stronger Generation Ability via Better Tokenization

Core Idea

(Y~ High-quality multimodal generation requires the system to recover a sutficient
amount of detailed multimodal information from the core LLM.

Remove the equivalence constraint between pre-LLM and post-LLM, as the roles of
input and output multimodal tokens differ.

Increase the information content of multimodal tokens to include more high-
frequency details.

[1] Auto-Encoding Morph-Tokens for Multimodal LLM. 2024
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What’s Next from Multimodal LLM to AGI

Angle-ll: Stronger Generation Ability via Better Tokenization

A Hot Trend: Video tokenization

(- Supporting both images and videos: more carefully model the spatial aspects of images and the
temporal dynamics of videos.

Input Vanilla tokens  Dynamic tokens

Image

Video

M, 3,H, W) M, L, D) (E,C, D)

[1] LLaMA-VID: An Image is Worth 2 Tokens in Large Language Models. 2024
[2] Chat-UniVi: Unified Visual Representation Empowers Large Language Models with Image and Video Understanding. 2024
[3] Video-LaVIT: Unified Video-Language Pre-training with Decoupled Visual-Motional Tokenization. 2024
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What’s Next from Multimodal LLM to AGI

Angle-lll: More Multimodality & Multi-Task Synergy

Core Idea

(S~ Achieving a stronger MLLM, and potentially reaching AGI, necessitates
enhanced Multimodality & Multi-Task Synetgy for the MLLM generalist.

Master abductive reasoning to facilitate analogical thinking, allowing
difterent modalities and tasks, as well as the comprehension and

generation processes, to mutually assist each other and create
synergistic effects.

[1] Abductive reasoning: Logic, visual thinking, and coherence. 1997.
[2] Reasoning. https://www.butte.edu/departments/cas/tipsheets/thinking/reasoning.htm/
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What’s Next from Multimodal LLM to AGI

® Angle-lll: More Multimod

Core Idea
snuggle
(3~ Master abductive reasoning
for analogical thinking:
kiss

shaking
hands
riding

notorcycle "7
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