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• What do you mean by saying efficient MLLM?
Given a target performance, we want to reduce the cost for training and inference.

Architecture: efficient architectures for visual encoding.

Data: some observations in data composition.

Training Strategy: use transfer learning or connect to pre-trained tools

Other Techs: use Deepspeed for training acceleration...

Smaller Models: use smaller models
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• Visual encoding
High-resolution is a key factor for MLLM’s performance (c.f. MM1).

But high-res lead to significantly more tokens.

ViT LLMCompression

higher resolution more tokens
res. #tokens

224x224 256

336x336 576

448x448 1024

CLIP ViT-L/14

key factor for 

performance
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• Visual encoding
The innovation for efficiency in architecture mainly lies on visual encoding.

ViT LLMCompression

Old models

Model Compression # tokens

BLIP-2 QFormer 32

LLaVA No 256

LLaVA-1.5 No 576

too much params (BERT)

!!! requires pre-training

[1] BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models. 2023
[2] Visual Instruction Tuning. 2023
[3] Improved Baselines with Visual Instruction Tuning. 2023
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• Visual encoding
Solution1: light-weight compression layer.

ViT LLMCompression

new models

Qwen-VL
MiniCPM-V

MiniGPT-v2

Phi-3-vision

CogAgent

1 layer cross-attention

merge adjacent tokens with Linear

low-res feature as queries
MiniGPT-v2

[1] Qwen-VL: A Versatile Vision-Language Model for Understanding, Localization, Text Reading, and Beyond. 2023

Idefics2



Architecture

11

• Visual encoding
Solution: light-weight compression layer.

CogAgent

low-res feature as queries
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• Visual encoding
Solution2: image slicing

(1) reduce the training gap between the ViT’s pretraining resolution and MLLM’s.

(2) the ViT can process each slice separately and thus reduce the cost.

LLaVA-NeXT
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• Visual encoding
Examples: SPHINX, MM1, LLaVA-NeXT, MiniCPM-V 2.5, Idefics2......

How to retain aspect-ratios:

use padding.

use position embedding interpolation.

MiniCPM-V 2.5
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• High quality data

Type Examples Data MME

Old models BLIP-2, VL-Vicuna... Captioning 1293.84

New models InstructBLIP, LLaVA-1.5 VQAv2, GQA... 1531.31

The usage of human-annotated data signicantly boost the MLLM’s capability.

Example of MME

[1] MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models. 2023
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• High quality data
Recommendation of some high-quality datasets.

General VQA OCR Instruction Tuning Region 

Understanding

Pure Text

VQAv2

GQA

A-OKVQA

OK-VQA

ScienceQA

VGQA 

TextCaps

OCR-VQA

DocVQA

TextVQA

ArxivQA

ShareGPT4V

LRV

ALLaVA

All-Seeing V2

LLaVA-Instruct

RefCOCO series

Flickr-30K

VCR

All-Seeing V2

LVIS

GranD

PSG

ADE20K

ShareGPT

Ultra-Chat
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• High quality data
Data ratio is important but limited works on how to set it.

An empirical experience is: higher ratio for data with long text, VQA, and OCR (or 

other ability you want)

[1] InternVL: Scaling up Vision Foundation Models and Aligning for Generic Visual-Linguistic Tasks. 2023

Intern-VL
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• High quality data
Data ratio is important but limited works on how to set it.

An empirical experience is: higher ratio for data with long text, VQA, and then OCR 

(or other ability you want).

MiniCPM-Llama3-V 2.5
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• High quality data
Data ratio is important but limited works on how to set it.

An empirical experience is: higher ratio for data with long text, VQA, and then OCR 

MiniCPM-Llama3-V 2.5
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• High quality data
Data ratio is important but limited works on how to set it.

An empirical experience is: higher ratio for data with long text, VQA, and then OCR 

MiniCPM-Llama3-V 2.5
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• Training Strategy
Transfer learning for efficient MLLM building.

Idea: transfer the visual part across LLMs.

[1] VPGTrans: Transfer Visual Prompt Generator across LLMs. 2023
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• Training Strategy
VPGTrans: 

(1) train projector with large lr

(2) normal training

VPGTrans
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• Training Strategy
We first validate it on BLIP-2 training.

We then transfer the visual encoder from OPT to Vicuna.
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• Training Strategy
Pix2seq: let the MLLM to output everything as text, like bounding boxes (detection)

and object boundary point (segmentation).

costly training!!!

[1] A Unified Sequence Interface for Vision Tasks. 2022
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• Training Strategy
Pix2emb: connecting LLM and tools with emb. for efficient function extension.

SAM

[1] NExT-Chat: An LMM for Chat, Detection and Segmentation. 2023
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• Training Strategy
Pix2emb: connecting LLM with tools for efficient function extension.
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• Smalller Model
Some models have less model parameters, but not worse performance.
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• MiniCPM-V2 2.8B
Some models have less model parameters, but not worse performance.
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• Phi-3-Vision 4.2B
Some models have less model parameters, but not worse performance.
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• Acceleartion Techniques
DeepSpeed or FSDP: optimizer state, gradient, model parameters partitioning

Framework Advantages Disadvantages

FSDP installed with torch not so flexible

DeepSpeed more widely used

flex choices among 3 stages

need extra installation

[1] https://www.deepspeed.ai/getting-started/
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• Acceleartion Techniques
Other Widely Used Practice

use bfloat16

gradient checkpointing for training

quantization for inference

Data Loading

Parquet or TSV: save data items in large files for faster loading.

Pre-fetch: pre-fetch the batch before forward.

Packing: pack multiple data items into a pre-defined max length.

Item1: XXXXXXXXXXXXXXXXXXXXXX

Item2: YY

Item1: XXXXXXXXXXXXXXXXXXXXXX

Item2: YYYYYYYYYYYYYYYYYYYYYY 

batch 1

batch 2

No packing Packing

Item1+2: XXXXXXXXXXXXXXXXXXXXXXYYYYYYY



Summary
Model Architecture

high-resolution + light-weight compression layer

Data

high-quality data

high data ratio for VQA, Long-text data, data for ability you want (OCR)

Training Strategy

transfer learning, high learning rate for adaption layer (e.g. projector).

pix2emb for function extension

Smaller Models

use smaller models can natually reduce the inference cost

Techniques

Deepspeed

quantization, gradient checkpointing, bf16

parquet to avoid small files, pre-fetch, packing



Thanks!
Any questions?
You can find me at:

⊹ aozhang@u.nus.edu

36

mailto:fl3es@umd.edu

	1718816452
	From Multimodal LLM to Human-level AI
	Slide 2 
	Part-VII
	Table of Content
	Overview
	Overview
	Architecture
	Architecture
	Architecture
	Architecture
	Architecture
	Architecture
	Architecture
	Data
	Data
	Data
	Data
	Data
	Data
	Data
	Training Strategy
	Training Strategy
	Training Strategy
	Training Strategy
	Training Strategy
	Training Strategy
	Training Strategy
	Smaller Models
	Smalller Model
	Smalller Model
	Smalller Model
	Other Techniques
	Techniques
	Techniques
	Summary
	Thanks!


