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Vision-centric evaluation

Datasets in Paper With Code

5571 benchmarks · 1617 tasks

https://paperswithcode.com/datasets?mod=images&page=1
https://paperswithcode.com/datasets?mod=images&page=1
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Convert to VQA format

Examples in MMT-Bench - multi-choice Examples in MME – Yes/No

MMT-Bench: A Comprehensive Multimodal Benchmark for Evaluating Large Vision-Language Models Towards Multitask AGI
MME: A Comprehensive Evaluation Benchmark for Multimodal Large Language Models

Vision-centric evaluation
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Convert to VQA format

MMT-Bench: A Comprehensive Multimodal Benchmark for Evaluating Large Vision-Language Models Towards Multitask AGI
LVLM-EHub: A Comprehensive Evaluation Benchmark for Large Vision-Language Models

MMT-Bench LVLM-eHub

Vision-centric evaluation
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MMT-Bench: A Comprehensive Multimodal Benchmark for Evaluating Large Vision-Language Models Towards Multitask AGI

Vision-centric evaluation
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Most MLLMs output text only

Some conversions are difficult

Convert to VQA format

Difficulty control is challenging

Vision-centric evaluation
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Vitron

More and more models can output images

Use the original task format

PixWizard

VITRON:A Unified Pixel-level Vision LLM forUnderstanding, Generating, Segmenting, Editing
PixWizard: Versatile Image-to-Image Visual Assistant with Open-Language Instructions

GPT-4o-Image

Vision-centric evaluation
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Vision-centric evaluation

Visual Puzzle

VisualPuzzles Human-Aligned Bench

VisualPuzzles: Decoupling Multimodal Reasoning Evaluation from Domain Knowledge
Human-Aligned Bench: Fine-Grained Assessment of Reasoning Ability in MLLMs vs. Humans
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Vision-centric evaluation

Visual Puzzle

Human-Aligned Bench: Fine-Grained Assessment of Reasoning Ability in MLLMs vs. Humans

Align Misalign

MLLMs’visual intelligence misalign with human intelligence
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Vision-Language

MMMU (college-level) MDK12 (K12-level)

MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI
MDK12-Bench: A Multi-Discipline Benchmark for Evaluating Reasoning in Multimodal Large Language Models

Multi-discipline
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Vision-Language

MDK12-Bench: A Multi-Discipline Benchmark for Evaluating Reasoning in Multimodal Large Language Models

MDK12 (K12-level)

Multi-discipline
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Vision-Language

MDK12 (K12-level)

MDK12-Bench: A Multi-Discipline Benchmark for Evaluating Reasoning in Multimodal Large Language Models

Multi-discipline
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Vision-Language

ProJudge

ProJudge: A Multi-Modal Multi-Discipline Benchmark and Instruction-Tuning Dataset for MLLM-based Process Judges

Multi-discipline  - Process-level evaluation



General Evaluation

17

Vision-Language

ProJudge

ProJudge: A Multi-Modal Multi-Discipline Benchmark and Instruction-Tuning Dataset for MLLM-based Process Judges

Multi-discipline  - Process-level evaluation
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Vision-Language

Step judge accuracy

ProJudge: A Multi-Modal Multi-Discipline Benchmark and Instruction-Tuning Dataset for MLLM-based Process Judges

Multi-discipline  - Process-level evaluation



General Evaluation

19

Vision-Language

MEGA-Bench

MEGA-Bench: Scaling Multimodal Evaluation to over 500 Real-World Tasks

Real-world application

Output types
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Interleaved Image-text Generation

OpenING: A Comprehensive Benchmark for Judging Open-ended Interleaved Image-Text Generation



General Evaluation

21

Interleaved Image-text Generation

OpenING: A Comprehensive Benchmark for Judging Open-ended Interleaved Image-Text Generation
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Interleaved Image-text Generation

OpenING: A Comprehensive Benchmark for Judging Open-ended Interleaved Image-Text Generation
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Unified multimodal understanding and generation

UniEval: Unified Holistic Evaluation for Unified Multimodal Understanding and Generation
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Multi-images

MILEBENCH: Benchmarking MLLMs in Long Context

Task definition 
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MMIU: Multimodal Multi-image Understanding for Evaluating Large Vision-Language Models

Task definition Examples

Multi-images

Specialized Evaluation
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Long context

Needle in a multimodal haystack

Specialized Evaluation
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Thinking in Space: How Multimodal Large Language Models See, Remember, and Recall Spaces

Visual-spatial intelligence

Specialized Evaluation
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Multi-turn conversation 

ConvBench: A Multi-Turn Conversation Evaluation Benchmark with Hierarchical Capability for Large Vision-Language Models

Specialized Evaluation
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Multi-turn conversation 

ConvBench: A Multi-Turn Conversation Evaluation Benchmark with Hierarchical Capability for Large Vision-Language Models

Specialized Evaluation
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GUI

UI-Vision: A Desktop-centric GUI Benchmark for Visual Perception and Interaction
GUI Odyssey: A Comprehensive Dataset for Cross-App GUI Navigation on Mobile Devices.

Specialized Evaluation

Perception and Interaction Cross-app Interaction
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Thinking with images

Specialized Evaluation
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Thinking with images

Specialized Evaluation

V*: Guided Visual Search as a Core Mechanism in Multimodal LLMs
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Prompt sensitivity

Investigating the Scaling Effect of Instruction Templates for Training Multimodal Language Model
TP-Eval: Tap Multimodal LLMs' Potential in Evaluation by Customizing Prompts

Evaluation Issues
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Prompt sensitivity
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Prompt sensitivity

TP-Eval: Tap Multimodal LLMs' Potential in Evaluation by Customizing Prompts

Evaluation Issues
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Dynamic evaluation

Dynamic Multimodal Evaluation with Flexible Complexity by Vision-Language Bootstrapping

Evaluation Issues
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Dynamic evaluation

Dynamic Multimodal Evaluation with Flexible Complexity by Vision-Language Bootstrapping

Evaluation Issues
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Conclusion

⊹ Unified understanding and generation evaluation and process evaluation are promising

⊹ More and more specialized capability evaluation are coming along with model capability improving

(e.g., visual tool-use in o3) 

⊹ Data leakage and prompt sensitivity during evaluation



Thanks!
Any questions?
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