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1. What is Hallucination 
in MLLMs?



➢ In the context of LVLM, the problem of hallucination can manifest as

textual answers containing descriptions of the input visual information

that are incorrect.
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What is Hallucination in MLLMs

[1] FAITHSCORE: Fine-grained Evaluations of Hallucinations in Large Vision-Language Models 

Hallucination in Image-related Tasks



➢ In the context of LVLM, the problem of hallucination can manifest as

textual answers containing descriptions of the input visual information

that are incorrect.
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What is Hallucination in MLLMs

[2] EventHallusion: Diagnosing Event Hallucinations in Video LLMs 

Hallucination in Video-related Tasks
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2. ​Causes and Interpretations 
of Hallucinations
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Causes and Interpretations of Hallucinations

Hallucination 
Causes

Hallucination 
from Data

Hallucination  from Inference

Data Quantity

Sequence Supervision

AMBER, LLaVA-RLHF

Hallucination 
from Model

Hallucination 
from Training

Human Feedback

Data Quality

Statistic Bias

HalluciDoctor, LRV-Instruction

POPE, LURE

Vision Encoder, Language Encoder, Connector

OPERA , MOCHa

RLHF-V 

M3ID, HaELM
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Hallucinations from Data Quantity
➢ Deep learning models are data-hungry, especially large models like MLLMs. The

amount of data plays an important role in building robust and reliable MLLMs.

➢ The multimodal datasets are still far less abundant than the text-only data used

for training LLMs in terms of quantity.

[3] GRIT: Teaching MLLMs to Think with Images
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Hallucinations from Data Quality
➢ Pre-training stage employs image-text pairs crawled from the web, which contain

inaccurate information.

➢ As for instruction tuning data, LLaVA utilizes the advanced text-only GPT-4 model

to synthesize instructions. However, text-only ChatGPT is a language model that

cannot interpret visual content, leading to the risk of noisy data.

[4] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-

Language Models
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Hallucinations from Statistics Bias
➢ Neural networks, especially large language models, possess an intrinsic tendency

to memorize training data.

➢ The nous (e.g., objects) distribution in the training dataset has strong effects on

the behavior of the model.

[5] Analyzing and Mitigating Object Hallucination in Large Vision-Language Models
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Hallucinations from Language Encoder
➢ The language model is much larger and stronger than the vision model, leading to

a tendency to prioritize its parametric memory.

Question: According to the metal number chart of 

the 2008 Beijing Olympics in the image, Does 
China have the most gold metals, followed by the 
USA and Russia? 

Prediction: Yes, according to the metal 

number chart of the 2008 Beijing Olympic 
Games, China won the most gold medals, 
followed by the United States and Russia. 

The chart shows the number of gold, silver, 
and bronze medals won by each country 

during the games.​

[6] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-

Language Models
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Hallucinations from Vision Encoder
➢ A weak vision encoder can lead to misinterpretation of visual content.

Question: Is the value of x in the image 5? 

Prediction: To determine the value of x in the triangle, we 

can use the Pythagorean theorem for right triangles, Where a 
and b are the lengths of the two shorter sides (legs) and is the 
length of the hypotenuse. So, yes, the value of x in the image 

is 5.

Question: Are there any grey points actually in the intersection 

of the white lines?​

Prediction: Yes, there are grey points in the 

intersection of the white lines.

[7] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large Vision-

Language Models
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Hallucinations from Connector
➢ A weak alignment interface can easily cause hallucinations.

➢ The distribution gap causes trouble in cross-modal interaction, leading to

hallucination

Original MLLM

[8] Hallucination Augmented Contrastive Learning for Multimodal Large Language Model

Better Performance

Contrastive 

Learning
+
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Hallucinations from Inference
➢ During generation, as the sequence length grows, the self-attention will focus

more on the previously generated text tokens, i.e., the attention on the visual

content is diluted.

[9] Evaluation and Analysis of 

Hallucination in Large Vision-
Language Models
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3. Benchmarks
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Benchmarks

Hallucination
Benchmarks 

Discriminative Task

Generative Task

POPE

FaithScore

MMHal-Bench

AMBER

MME

MMBench
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Tasks

- Dis* means: converting the evaluation of hallucination into a binary classification task by prompting MLLMs with simple 

Yes-or-No short questions about the probing objects . It’s not open-ended questions. 
- Gen* means generative tasks, which is open-ended questions.

[10] Hallucination of Multimodal Large Language Models: A Survey
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Tasks

[11] Hallucination of Multimodal Large Language Models: A Survey

Generative Task Discriminative Task
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4. Hallucination Metrics
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Metrics

Hallucination
Metrics

CHAIR

FaithScore

HallusionBench

POPE

Reference-based 
Metric

Reference-free
Metric

UniHD
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Reference-based Metric
• Reference-based metrics evaluate the quality of generated outputs by

comparing them against ground-truth references using similarity measures such

as BLEU, ROUGE, or Accuracy.

Accuracy for POPE

CHAIR
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Reference-based Metric
• LLM-based metrics evaluate the quality of generated outputs by comparing them

against ground-truth references using Large Language Models such as GPT and

Gemini.

Text-Only GPT4-Assisted Evaluation in HallusionBench

The prompt for the GPT-4 judge is designed as:

Imagine you are an intelligent teacher. Thoroughly read the question, reference

answer, and the prediction answer to ensure a clear understanding of the

information provided. Assess the correctness of the predictions. If the prediction

answer does not conflict with the reference answer, please generate “correct”. If the

prediction answer conflicts with the reference answer, please generate “incorrect”. If

the prediction answer is unclear about the answer, please generate "unclear".
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Reference-free Metric: FaithScore
• Reference-free metrics assess output quality without relying on reference texts,

often using model-based scoring, rule-based heuristics, or learned quality

predictors.

Correlation between each evaluation metric

and human judgment on LVLM hallucinations

[12] FAITHSCORE: Fine-grained Evaluations of Hallucinations in Large Vision-Language Models 
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5. Hallucination Mitigation
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Mitigation Methods

Hallucination 
Mitigation

Decoding-based 
Method

Post-processing

Contrastive Decoding

Reinforcement 
Learning

Woodpecker, Volcano

VCD, ICD

Higher-quality Dataset

Modality Alignment

Auxiliary Supervision

Guided Decoding

Visual 
Amplification

MARINE, GCD

M3ID, IBD

LRV-Instruction, M3IT

FGAIF, LLaVA-RLHF

RAI30k, HACL
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Decoding-based Method - VCD
➢ Assume that a distorted visual input would lead to text responses with more

biases and priors.

➢ By contrasting output distributions derived from original and distorted visual

inputs, VCD aims to effectively reduce the over-reliance on statistical bias and

language priors

[13] Mitigating Object Hallucinations in Large Vision-Language Models through Visual Contrastive Decoding
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High-quality Dataset: LRV-Instruction
➢ LRV-Instruction is designed to include both positive and negative instructions for

more robust visual instruction tuning.

Results on MME Benchmark

[14] Mitigating Hallucination in Large Multi-Modal Models via Robust Instruction Tuning



• Propose a new alignment algorithm called Factually Augmented RLHF 

that augments the reward model with additional factual information.
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Modality Alignment: LLaVA-RLHF

[15] Aligning Large Multimodal Models with Factually Augmented RLHF



• Propose to align modalities in large vision-language models with Fine-

Grained AI Feedback.
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Modality Alignment: FGAIF

[16] FGAIF: Aligning Large Vision-Language Models with Fine-grained AI Feedback



• Woodpecker is training-free general framework for hallucination correction. It 

incorporates expert models to supplement contextual information of the image 

and crafts a pipeline to correct hallucinations step by step.
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Post-processing: Woodpecker

[17] Woodpecker: Hallucination Correction for Multimodal Large Language Models



• Utilize natural language feedback to enable the model to correct hallucinated 

responses by providing detailed visual information. 
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Post-processing: Self-Feedback

[18] VOLCANO: Mitigating Multimodal Hallucination through Self-Feedback Guided Revision
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Future Work

⊹ Benchmarks

× The lack of standardized benchmarks and evaluation metrics poses significant 
challenges in assessing the degree of hallucination in MLLMs

⊹ Cross-modal consistency issue.
⊹ Enhancing Interpretability and Trust.

× Existing methods for hallucination mitigation are primarily based on empirical 
observations of specific patterns. However, despite the impressive 
improvements achieved on specific benchmarks, understanding the underlying 
mechanisms and decision-making processes remains challenging.



Thanks!
Any questions?
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